Nonlinear elliptic equations with natural growth
in general domains

A. Dall’Aglio', D. Giachetti!, J.-P. Puel?

Abstract

We prove the existence of solutions of nonlinear elliptic equations with first order terms having
“natural growth” with respect to the gradient. The assumptions on the source terms lead to
the existence of possibly unbounded solutions (though with exponential integrability). The
domain 2 is allowed to have infinite Lebesgue measure.

1 Introduction

In this paper we are interested in proving existence of solutions of nonlinear elliptic
problems whose model is

—Ap(u) + aplulP?u = d(2)|VulP + f(x) — divg(z) in Q, O
ue Wy (),

where Q is an open set of RY, possibly of infinite measure, p is a constant such that
p > 1, Ay(u) = div (|Vu|P~2Vu) is the p-Laplace operator, aq is a positive constant,
d(x) is a function in L*(£2). We assume the following hypotheses on the source terms
f and g (supposing p < N for simplicity)

felP({zeq:|f@@) >1}), fel/({reQ:|f@) <1}),

g€ LV RY) N L7 (;RY).

It is clear that in the case of a domain having finite measure, these assumptions become
feINrQ),  geLNPTH(Q;RY).

When (2 is a bounded open set of RY, this kind of problems with lower order terms
H(z,u, Vu) having natural growth p with respect to the gradient has been studied by
Boccardo, Murat, Puel in [2], [3], where the source terms f, g are assumed to be in
L4(Q), L"(;RYN), respectively, with ¢ > N/p, r > N/(p — 1) (an hypothesis which
implies that u € L>(Q)). The case of unbounded solutions is treated in [1], where a
sign condition on H (z,u, Vu) is assumed.

In Ferone and Murat [10], 2 is a bounded open set, while the data belong to the “limit
spaces”, i.e., f € LN?(Q), g € LNPD(Q;RN) with “sufficiently small’norms, and
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ap = 0 is allowed. No sign assumption is made on the term H. The authors of that paper
prove an existence result of an unbounded solution which satisfies e} — 1 € W,?(Q)
for some A\ > 0. With respect to the results proved in [10] we show that the presence of
the term ap|u|P~?u allows us to drop the assumption of smallness of the source terms f,
g, as well as the assumption of boundedness of €).

In the case of domains having infinite measures, one can proceed by solving the
problem on a sequence €2,, of bounded sets invading 2. We look for uniform (with respect
to n) estimates of eM*nl — 1 in W, ?(Q,,) (for every positive A), u, being solutions on €2,,.
This is done in Section 3: to this aim, we cannot use any embedding theorem between
L? spaces, since €2 may have infinite measure, nor any argument involving the measure
of ©,. As in many of the cited papers, we make use of test functions of exponential
growth, which are, in some sense, natural tools to get rid of the term H(z,u,Vu) in
order to obtain any estimate on wu,,.

After that, in Section 4 we pass to the limit in the approximating problems: we need
to prove a result of local strong convergence of the gradients Vu,,, and again this is done
through exponential type functions, using a local adaptation of a technique by Ferone
and Murat (see [10]).

In Section 5 we prove that any solution of (1) is bounded if f € L(Q) N L' (Q),
with ¢ > N/p (or a weaker assumption, see (F’) of Section 2) and g € L"(€; RY), with
r > N/(p—1). This is in the spirit of the results of Stampacchia [15] and Boccardo,
Murat, Puel [3], but it requires a particular care since the techniques of Stampacchia
rely heavily on the measure of the domain 2.

It is worth noticing that, as far as we know, the only result concerning the case of
unbounded domains is proved in [9], where the principal part is a quasilinear operator
with linear growth (p = 2), and f(z) € L*(2) N L>®(Q).

On the other hand, results concerning sets €2 of infinite measure and terms with
growth of order p— 1 with respect to the gradients have been proved in Bottaro, Marina
4], Lions [13], [14], Chicco, Venturino [6] for the linear setting (p = 2) and in Dall’Aglio,
De Cicco, Giachetti, Puel [7] for the nonlinear one.

2 Main result

Let © be an open subset of RY, possibly of infinite measure. We are interested in
establishing an existence result for the following elliptic problem in (2.

—diva(z,u, Vu) + c(x,u) + H(z,u,Vu) = f(x) —divg(z) in £, ®)
u € Wy (Q).

where p satisfies p > 1. Let us focus our attention, for the moment, on the case p < N.
We assume the following hypotheses on the terms which appear in (P).

Assumptions on a(z, s, §):

(A1) a(z,s,€) = (ar(x,5,),...,an(2,5,6)) : @ x RN — RN is a Carathéodory func-
tion, i.e., it is measurable with respect to z for every (s,£) € R x RY, and
continuous with respect to (s, &) for almost every z € ;
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(A2) there exists a constant A; > 0 such that
ja(z, 5,6)| < Ay (k) + s~ +1¢P™)

for almost every x € Q and every (s,£) € R x RY, where k() is a positive
function in L (Q) N L}, (), for some r > p’ (here p’ denotes Holder’s conjugate
exponent of p, defined by % + z% =1);

(A3) there exists a constant a > 0 such that
a(l’, Sa£> &> CY|£|p

for almost every x € Q and every (s,£) € R x RY;

(A4> [a(m,s,f) - a(x, 5#7)] ’ (5 - 77) >0

for almost every x € , for every s € R and &,n7 € RV, with & # .

Remark 1 The assumption ky(z) € LP(Q) N LT (), with r > p/, which appears in

(A2) instead of the more usual hypothesis k;(z) € L¥ (), will be used in the proof of
the strong convergence of the gradient of the approximate solutions, in Section 4.

Assumptions on ¢(z, s):
(C1) c(z,s): Q2 x R — Risa Carathéodory function;
(C2) there exists a constant ag > 0 such that, for almost every x € 2 and every s € R
c(x,8)s > aps|P.
(C3) there exists a constant Ay > 0 such that for almost every z € {2 and every s € R
e, )| < Ao (o) + s

where ky(z) is a positive function in LP'(€2).

Assumptions on H(z,s,§):
(H1) H(z,s,€): QxR x RY — R is a Carathéodory function;

(H2) there exists a constant d > 0 such that for almost every z € Q and every (s,§) €
R x RV
|H (2, 5,8)] < dI¢]P;

Remark 2 One can replace the last inequality with
|H (x,5,8)] < dlg]” + h(x),

where h satisfies the same assumption as the source term f below.
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Assumptions on f(z):
f(z) : © — R is a measurable function satisfying

(F) fetr({ze:|f@)>1}), fel’({zeq:|f()<1}).
From now on we use the compact notation {|f| > M} instead of {z € Q : |f(z)| > M}.

Remark 3 It is easy to check that (F) holds if and only if it holds when 1 is replaced
by any M > 0.

Remark 4 If p is such that N/p > p/, then (F) is equivalent to

feILNr@Q)yn ¥ (Q). (2)
On the other hand, if N/p < p/, then (2) implies (F), but not viceversa.
Remark 5 When  has finite measure, (F) means f € LY/?(Q).

Assumptions on g(z):
g(z) : Q — RY is a measurable function satisfying

(@) ge LN RM) N P (Q;RY).
Remark 6 Since p < N, assumption (G) is equivalent to

gl € LNO D ({lgl > 1}), gl € 7 ({lgl < 13).

The main result we are going to prove is the following.

Theorem 1 Assume that1 < p < N, and that hypotheses (A1)-(A4), (C1)-(C3), (H1)-
(H2), (F), (G) hold. Then there exists a solution u of problem (P) in the sense that

/Qa(x,u, Vi) - Vi) +/Qc<:c,u)¢ —|—/QH(:c,u,Vu)z/J — /szp - /Qg VY (3)
for every function ¢ € Wy (Q) N L=(Q). Moreover u satisfies
Ml — 1 e WP (Q) (4)
for every A > 0.

Remark 7 In the proof of Theorem 1 we will show that (3) holds for every ¢ € C§°(2).
Therefore, by density, it holds for every ¥ € W, ?(Q) N L*®°(Q). In particular, if ¢(s) :
R — R is a locally Lipschitz function satisfying ¢(0) = 0 and |¢/(s)| < ce?®l for some
¢, A > 0, we can take ¥ = p(Tk(u)) in (3), where Ty is the truncation defined by

Eooifs >k,
Ti(s) = {s if |s| < k, (5)
—k if s < —k,

and then pass to the limit for £ — oo, using (4) and Lebesgue’s theorem. It follows that
1 = ¢(u) is admissible in (3). This will be used for the next result, Theorem 2.
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Theorem 1 will be proved by approximating problem (P) with the following problems
on the bounded domains 2, = QN B,(0):

—diva(x, u,, Vu,) + c(z,u,) + Hy(z, 4y, Vuy,) = fr —div g, in Q,, P.)
P,
U € Wy P(9,) N L®(Q),

where

9(x)

Ho(z,5,8) = To(H(2,5,.8)),  fal2) = Tu(f(2)),  gnl®) = 17 L o(@)] (6)
and T, is defined by (5). Since H,, f, and g, are bounded, the existence of a bounded
solution of (P,) is classical (see, for instance, Leray, Lions [11] or Lions [12] for the
existence, and Stampacchia [15] for the boundedness). Let us remark moreover that
|H,| < |H|, |fa] < |f] and |g,| < |g|, so that H,,, f, and g, satisfy the same assumptions
as H, f, g respectively.

The scheme of the proof of Theorem 1 is a classical one: we first find a priori
estimates in WP (€2,) for the functions e*“nl — 1, where u,, is any solution of (P,). This
will be done in Section 3. Then we extract a weakly converging subsequence and we
try to pass to the limit in the weak formulation of (P,); in order to do this we need a
result of local strong convergence of the gradients, which is proved in Section 4, using a
local version of the technique used in [10]. Finally, in Section 5, we prove that, if f and
g have higher integrability, or if p > N, then every solution u of (P) is bounded. More
precisely, we will assume that 1 < p < 0o, and that (F) and (G) are replaced by

(F)  feLl({Ifl >1}), forsomeq>max{1,%}, fer”({If1<1}),

/ N
(G ge L'(;RM) N LP (4 RY), for some r > pm
p_

respectively.

Remark 8 We point out that, in the case p > N, one can take r = p’ in (G’), and
therefore in this case (G') gives g € L' (Q; RY).

We now state the boundedness theorem

Theorem 2 Assume that 1 < p < oo, and that hypotheses (Al)—(A4), (C1)—(C3),
(H1)-(H2), (F"), (G') hold. Then every solution u of (P) in the sense specified in (3)
and (4) is essentially bounded, and
[l gy < € (N, 0., fo5) )

The proof of Theorem 2 relies on the combined use of the well-known technique by
Stampacchia (see [15]) and suitable exponential test functions, as in [3].

The previous result can be used as an a priori estimate for the approximate solutions
u,, in the case p > N. In this case Theorem 2 shows that the sequence {u,} is uniformly
bounded in L*>(Q2) (this, by the way, simplifies dramatically the proof of the strong
convergence of the gradients, see Remark 10 below). Therefore we can state the following
existence result.



Theorem 3 Assume that N < p < oo, and that hypotheses (A1)—(A4), (C1)—-(C3),
(H1)-(H2), (F'), (G) hold. Then there ezists a solution u € Wy (Q) N L>2(Q) of (P)
such that (3) holds for every ¢ € W,P(Q) N L>®(Q).

3 A priori estimate
In this section we will prove a uniform estimate for the solutions w, of (P,).

Proposition 1 Under the hypotheses of Theorem 1, let u, be any solution of (P,).
Then for every A\ > 0 there exists a positive constant C' = C(N,p, a, g, d, f, g, \) such
that

le?e! —1]] <C. (8)

WoP(Qn) =

Remark 9 The previous estimate yields an estimate for the functions e»l in LT ()
for every r. More precisely, for every A > 0, every r € [1,4+00) and every set Q5 CC €,
one has

lle < c(r,\, Qo) .

Aun | HLT(QO)

Proof of Proposition 1 For simplicity of notation we will always omit the index n of
the sequence. For positive A, let us define the function ¢(s) = px(s) : R — R by

o(s) = (e’\‘s‘ — 1) sign s . (9)

We take p(Gg(u)) as test function in (P,), where

s—k if s>k,
Gi(s) = s —Ti(s) = {O if |s| <k, (10)
k—s ifs<—k,

and k will be specified later. Using hypotheses (A3), (C2), (H2), we obtain

o [ IVGL() "¢ (Gu(w)) + oo | [ul = p(Gu(w)]
< d [ IVGL@)Ple(Gr)] + [ 17]1¢(Giw)] (1)

+/Q|g| IVGi(u)| ¢ (Gi(u))
= I+J+K.

It is easy to check that, if \ satisfies
A> — 12
) ( )

then N
dlea(s)| < ggoi\(s) : for every s € R. (13)

Therefore

1< 5 [ VG e (Gulw).
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We now estimate the integral J, by splitting it as follows:

Jo= [ 1ol

{IfI>H ,|Gr(w)|>1}

+ [ WG+ [ 1fle(Grw)]

{IfI>H |Gk (u)|<1} {IfI<H}
= Jl + JQ + JS )

where H is a positive constant to be chosen later. Before estimating J;, we remark that,
by Sobolev’s embedding,

p/p*

VG @) Gew) = [ VUGl = ei(V.p) | [ (W) | L ()

where p* = pN/(N — p) is the Sobolev exponent relative to p, and

s, 4 P
— /Pt — Alsl/p _
U(s) = /0 @0 dt = 7 (e 1). (15)
Moreover we observe that there exists a positive constant co = c2(p, A) such that
lo(8)| < ea(W(s))? for every s such that |s| > 1. (16)

Therefore, by Holder’s inequality, the term J; can be estimated as follows (see Remark
3)

N—p
N
N
BS W lpsniomy | ] eGe@)IF=
|Gr(u)|>1}
p* a
|G ()| 21}

We choose H = H(N, p, a, f, A) large enough so that

[55) e

02||f||LN/p({‘f|>H}) — ?7 (17)

and therefore J; satisfies

1

n< [ (wew)

|G (u)[=1}

On the other hand

nep) [ E [,
{f1>H} {I71>H}

P

Finally
B<H [ lp(Giw).
{IfI<H}
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therefore, if we choose k = k(N, p, o, ap, f, A) such that
kPt > 4H (18)

we can write o
0 _
I < 5 [l (G

We now estimate the term K. By Young’s inequality

K < %/Q|VGI¢(U)|Z’§0’(G1€(U)) + c3(p, Oé)/Q‘g‘p/SOI(Gk(u)) K 4K,

The integral K5 can be estimated as follows:

Ko < exe [lgf +es [ gV Geu) + e [ ¢ (Grlw)
{lg|>H |G (u)|>1} {l9I<H,|Gi(u)|>1}
= Ko+ Koo+ K3,

where H is a positive number to be chosen hereafter. Since ¢/(s) < ¢(\, p)(¥(s))? for
every s such that |s| > 1, one has, by Holder’s inequality:

% %

N/(p=1) i

Kn<apaN| [ g [ (wGuw)

lg|>H} |G (u)| 21}

Choosing H = H(N, p, a, g, \) large enough, so that

%
ac
o) | [l <52 (19)
lg|>H}
we obtain ,
acy « | P*
Ko < 29 / U(G(w))]? }
0 < 5| [ 1W(Guw)
Finally, using inequality
¢'(s) < es(N)|p(s)], for every s such that |s| > 1, (20)
and choosing k = k(p, o, ag, A, H) such that
kp—t ~
4o Z CgC5Hp s (21)
we obtain N
Koy < % [ (Gl
In conclusion, putting all the estimates together, we get
(6] p I Qo p—1
5 Q|VGI<:(U)| ¢ (Gr(u)) + > Q|U| lp(Gr(u))] (22)

4060\) N/p o
< H(N—p)/p /{f|>H} ’f‘ + C7(CY, )\) /Q ’g’ - Cg(N,p,Oé,CYO, f>g>)‘)
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for every \, H, k satisfying (12), (17), (18) and (21), where H verifies (19). Note that
(22) implies an estimate in Wy*(Q) for Gy (u), when k is large enough.

We now fix A\, H, k such that (22) holds, and we use ¢(T;(u)) as test function in
(P,,). Then we obtain

@ || [9Tk(w) ¢ (Te(w) + a0 | [ul ™o (T(w)
< d [ IVTWwPIe(T(w)| +de(k) | [VGw)* (23)
+ [ 1A le(@@)] + [ 191[9Tk(w)e! (Th(w)
= Li+Lo+Ls+Ly.

As before, by (13),
a
L < G [ [9Tk)Pe (Ti(w) (24)
while, using (22), we obtain
LQSCQ(Napvaaamfag’)\)' (25)

Let us remark that the integral Lj is very easy to estimate if meas(2) is finite, or more
generally if f € L'(), since in this case

Ly < @) 1£11 o)
In the general case, we write
Ly = [ 1o+ [ 11 e(@w)] (26)
{If1>1} {lf1<1}
< ok) [ Ifl+< [ @)l +ee) [ 1
{If1>1} {lf1<1}

where € will be chosen hereafter. Since

[ o(Ti () < cro(p, A, B[l o (Ti(w))]
choosing ¢ such that ec1g < ap/2, we obtain
Ly < 5 | P o(Ti(w)) |+ en(p.ao, f.0.5). (21)
Finally, one has
Li< S [ IVTW@Pe (Te(w) + cnla, A k) [ Jgl”" (28)
Putting all the inequalities (23)—(28) together, we get
S L IVT )P (D) + 5 [l e Tw)] < en(N.p.asao, fg. 0 k). (29)
Let us show that (22) and (29) imply the estimate (8). Indeed they yield

/ |VulPeMll < ¢y, / (VaulPerlu=h < ¢y
{lul<k} {|u|>k}

9



for every A, k large enough (see (12), (17) and (18)), where ¢;4 depends on A, k and the
data. Since

/ |VulPeltl = / |VulPelt 4 kA / |VaulPer U=k < ey (14 ) = ¢y5,
Q
{lul<k} {lul>k}
if we fix the value of k (depending on A, see (17), (18), (19) and (21)), we obtain
an estimate on V(eMN“/? — 1) in LP(Q) (depending on )). This implies, by Sobolev’s

embedding, that
/ (e)\\ul/P _ 1)p < ¢6, (30)
Q

for every A > 8d/a (and a fortiori for every A > 0), where ¢;6 depends on A and on the
data of the problem. Note that (30) does not imply an estimate in LP(Q) for eMul/P — 1,
since meas(€2) may be infinite. To obtain such an estimate, we have to combine (29)
and (30), since, for every k > 0, one has the inequalities

[ (0 1) < entp k) [ PTG,

{lul<k}

a <6A|u|/p _ 1>P < ers(p, ’f)/Q (6A|u|/p _ 1)1’* ‘
u|>k

Therefore, if k = k(\) is such that (29) holds, we can write

/Q (eAlul/p _ 1)1” _ / (eklu\/p . 1)1” X / (eAlul/p i 1)p < 1o, (31)

{lul<k} {lu|>k}

where c19 depends on A and on the data of the problem. [

4 Strong convergence and proof of main theorem

This section is devoted to the proof of Theorem 1. Let {u,} be any sequence of solutions
of problems (P,,); we extend them to zero in Q \ Q,. By (8), there exist a subsequence
(still denoted by {u,}) and a function u € W, ?(Q) such that

u, — u weakly in W, 7(Q). (32)

We wish to show that u is a solution of (P) in the sense of (3) and (4). The main
difficulty to be overcome consists in proving the strong convergence of the gradients of
u, in LP (£; RY); to this aim we follow the technique used by Ferone and Murat in [10].

loc

Proposition 2 For every open set Qy CC €2,

Vu, — Vu strongly in LP(Qo; RY). (33)

Proof We limit ourselves to the case where g = 0, since the additional term —div g in
(P) can be treated easily.
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Step 1. We will show that, for every k& > 0,
VTi(u,) — VTi(u)  strongly in LP(Qy; RY). (34)
This will be proved if we show that

lim [a(x, uy, VT (uy)) — a(x, uy, VTE(w))] - (VT(un) — VT(uw))dz =0 (35)

n—-+0o0 JQ
(see [11]). Let W(x) be a cut-off function such that
Velr(Q), 0<¥(x)<1l, ¥=1in Q.

We define
2n(2) = Ti(un) — Ti(u) ;
we know that Vz, — 0 weakly in LP(; RY), and 2, — 0 strongly in L (). We take

loc

w = @(z,)e’lun v (36)

as test function in (P,), where ¢ = ¢, is defined by (9), and the positive constants A, &
will be chosen below. We will always omit the explicit dependence on z of a(z, s, &) and
c(z,s). Using (C2) and (H2), we obtain

[ altn, Vi) - Vg )10 4 [ cun)p(z)e 0
Q@ Q
< d/Q‘vun|p|<,0(2n)|66|“”|‘11+/9|f||30(zn)|66|”"|\11 (37)

— 5/ a(tp, Vi) - Vno(2,) e’ sign(u, ) ¥ +/ |a(tp, V)| [V (2, ]!
0 Q
= C,+D,+E,+F,.

Moreover we set

A, = /Qa(un,Vun) . Vzngo’(zn)e‘”“"‘\ll, B, = /Qc(un)go(zn)e‘”“"'qf.

We have
Ae = [ alTilw), TTi(un)) - Vang! () T

{lun|<k}

+ / (i, Vg - Vzng! (20)edltn b
{|un|>k}

— / {G(Tk(un), VT (un)) — a(Tk(un), VTk(u))} Vg () ST o)

{lun|<k}

+ / a(Tx(un), VI(u)) - vanDI(Zn)e‘slT’f(“n)‘\p
{Jun|<k}

* / A, Vun) - Vng (2,)e 10
{lun|>k}

_ AW A 4D
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Let us show that A® tends to zero. Indeed A? = [, p,, - Vz,, where
pin = (Tt ), VT x(u))! (2) XX (1 1<y -

Since Vz, — 0 weakly in LP(Q;RY), it is enough to show that p, — pu strongly in
LY (Q;RY), where pn = a(Ty,(u), VT (1))@’ (0)e’ T ®IUX 1,1 <4y. Indeed, g, — p almost
everywhere in §2: the only difficulty is on the set where |u(x)| = k, but for almost every
x in this set a(Tx(un), VTi(u)) = a(Tx(u,),0) = 0 = a(Tx(u), VTk(u)). Moreover, by
(A2),

in] < A (Fa(@) + K7 + [Vl ) (2k)e™ 0

which is a fixed function in L*'(Q). Therefore the strong convergence of p,, follows from
Lebesgue’s theorem. Similarly, AS) — 0, since Vz,Xjun sk} = — VT R(W)X{jun|>k} —
0 strongly in LP(;RYN), while a(u,, Vu,)¢'(2,)e’* ¥ is bounded in L¥ (; RY), by
hypothesis (A2), estimate (8) and Remark 9. Therefore we have proved that

A, =AW £ o(1). (38)
Let us examine the term B,:
By = [ elTiw))e(a)e O [ ol )p(z)e
{lun|<k} {lun|>k}

= / C(Tk(Un>>90(zn>e5|Tk(un)|\Ijv
{lun|<k}

since ¢(z,) has the same sign as c¢(u,,) on the set where |u,| > k. On the other hand,
the last integral goes to zero, since the integrand converges pointwise and is bounded
by Ag(ko(z) + kP~ 1) p(2k)e®*W. Therefore we have proved that

B, >o(1). (39)
Moreover
d
G+ B, <~ /Q (U, V) - V| (z) ] 0

— 5/Qa(un, Vuy,) - Vunap(zn)e‘s‘“"' sign u,, ¥ (40)

IN

<g - 5) / a(Tk’(un)’ VTk(un)) : VTk(un)|90(Zn)|66|Tk(un)|qj

d
H(2-5) [ i Vo) unleliey,
a
{lun|>k}
since ¢(z,) sign u, = |p(z,)| on the set {|u,| > k}. We first fix § such that
d

o> —,
(6]

so that the last term of (40) is negative. Therefore

{lun|<k}
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{lun|<k}

- (g * 5) / a(Ti(un), VTi(uy)) - VTi()]o(2,)]e2 g

{lun|<k}

d
+ (a + 5) / a(Ty(un), VTi(1)) - Vizn|@(2,)] ety
{lun|<k}

It is easy to see that the last two integrals converge to zero as n — oco. We now choose

A such that p
>\22<—+5> |
«a

d /
(a + 5) lo(s)| < @és) : for every s € R,

so that

and therefore )
Co + B < 5 AW 4 o(1). (41)

As for the two remaining terms D,, and F},, it is easy to see that
D, —0, F,—0; (42)

for the term D,,, use Remark 9, and for the term F,,, observe that |VU||¢(z,)| converges
strongly to zero in L"() for every r > 1, while |a(un, V)€ is bounded in LY ()
(see (A2) and (8)).

From (37), (38), (39), (41), (42) we obtain that

AD = / (a(Th(un), VT k(un)) = (T (), VT k()| V2nig' (2) 0 — 0. (43)
{lun|<k}
On the other hand it is easy to see that
(a(Ti(un), VTi(n)) = a(Ti(un), V(1) | V2! (20) 100w
{lun|>k}
= a(k,VTi(uw)) - VTi(u)e' (—=Ti(u))e®™ T — 0. (44)

{Jun|>k}
Convergence (35) follows from (43) and (44). This proves convergence (34).
Step 2. Let us prove that
sup / VGl = 0, (45)
n JQ
where Gy, is defined by (10). From estimate (22), which holds for all u,,, we obtain

, 1 i cla, A) N/p
VG < 5 [ VG )P (Gutw)) < <550 [ AN (46)

P

This holds for every A satisfying (12), for every H sufficiently large to verify (17), and
for every k such that
kPt > 2H (47)
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(see (18)). If n is an arbitrary positive number, let us choose H such that (17) holds
and the right-hand side of (46) is smaller than 7. It follows that, for every k satisfying
(47) and every n € N,

[ IvG )l <n,

which proves (45).
Step 3. Let €0y be an open set compactly contained in €2, and let n > 0. Since

Hvun - VUHLP(Q();RN)

< [VTk(un) = VT (u) + (VG (un) | , VGl

LP(Q0;RY) LP(;RN LP(QRYN)

using (45), we can choose k such that the last two terms are both smaller than /3, for
every n € N. Once k is fixed, by (34), the first term can be made smaller than 7/3
choosing n large enough. This proves (33). n

Using Proposition 2, it is now very easy to pass to the limit in the distributional
formulation of problem (P,), obtaining (3). Finally, statement (4) follows easily from
(8) and Proposition 2, using Fatou’s lemma.

Remark 10 If the approximate solutions u, are uniformly bounded in L* (this hap-
pens, for instance, under the assumptions of Theorem 2), then the proof of the strong
convergence of the gradients can be achieved in a simpler way; indeed it is sufficient to
take w = p(u — u,) ¥ in (36) (thus avoiding the use of truncations and taking 6 = 0).

5 Boundedness of solutions

This section is devoted to the proof of Theorem 2. We will use an adaptation of a
classical technique due to Stampacchia. We need the following lemma (see [15]):

Lemma 1 Let ¢ be a nonnegative, nonincreasing function defined on the half line
[ko, 00). Suppose that there exist positive constants A, 7, B, with 5 > 1, such that

A

oh) < Gy ok’

for every h > k > ko. Then ¢(k) =0 for every k > ky, where

ky = ko + AY728/B"D g () B-D/7

Proof of Theorem 2 In what follows we will denote the constants which appear in the
formulas as ¢;, ¢ = 1,2, ... Let us begin with the case p < N. Following the method used
in the first part of the proof of Proposition 1 (see (22)), one easily obtains an estimate
for [o |u|P7 or(Gr, ()|, when ko = ko()) is large enough. This implies that, for some
larger value of ko,

meas(Ag,) <1, (48)

where we have set

A ={z € Q:|u(z)| > k}.
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Moreover, with the same choice of test function ¢(Gy(u)), with A = 4d/«, and k > ko()\),
using (A3), (C2) and (H2) one has

o / VG () (Gr(w)) + aok”™" [ |p(Gi(w))

< d / VGGl + [ 11 le(Giw)) (49)
Apn{|fI>1}
+ [ oG+ / 91 &' (Ga() | VG ()]
An{|fI<1}

As in the proof of Proposition 1, since A = 4d/a;, the first term of the right-hand side
of (49) is absorbed by the first term of the left-hand side. Choosing ko such that

aokh ' > 2, (50)

we can get rid of the term

[ 16(Grw).
Apn{|fI<1}
Moreover, one has

[ 1ol @GunIVGr@)l < T [ VGl (Guw) +aa) [ ol ¢(Gulw).
This gives

Ckok'p_l

%/Q VG (u) [P (Gr(u)) + /Ak lo(G(u))] (51)

< [ UlleGu)l+ e | 1ol ¢ (Gulw).
Apn{IfI>1}

By (51), using (14) and (15) of Section 3, it is easy to check that

1
o [ (wen) ] + B [ o)

< / oG+ [ 1f11e(Guw) (52

(A\Ap1)N{|fI>1} Ag1n{|fI>1}

vad) [ ol a1l e G,
k+1

& \Ak11

where W is defined by (15), and ¢, = aey /2, where ¢; (N, p) is the constant which appears
n (14). Let us estimate the right-hand side of (52): one has

G S @(1) [ 111 ) 11y (meas(Ax)
(A\Ag+)N{|f1>1} Apn{|fI>1}

On the other hand, since, by (F’), 1 < ¢ < p*/p, using Holder’s and interpolation
inequalities and (16), we can write

RGN < ooy G s

Apr1n{[fI>1}
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N

1—-N
<l oy NGRS . Gl

Ca
< 2w » X
< 3 I (Gk(u))HLp ) 3||f||Lq({|f|>1})||Lp(Gk(u))||Ll(Ak+1) ;

where ¢3 = ¢3(N, p, ¢, a, A). Therefore, choosing ko such that

-1
Q kg

> G| f | A1) (53)

the second integral in the right-hand side of (52) can be absorbed by the left-hand
side. Finally, as far as the last two terms in (52) are concerned, one has, with similar
calculations, using inequality (20),

B (1) [ 1ol < Mlgll . (meas(44)) 7",

L™ (Q;RN)

2 )

Ca
< 2 P
< 2w G,

therefore, taking ko satisfying (48), (50), (53) and the further condition

+¢4(N,p, o, \) ||g||£5f’(91}(x ||<P(Gk(u))||L1(Ak);

-1
Oéokg

TP
i (54

Z 64(‘]\[ap> «, )‘) ||g

one obtains, for every k > ko,

6—22 UAk (W(Gk(u)))p*}ﬁ
< P gy (SN + 21 (D)9
< 55(]), Q, f7 g, )‘)(meaS(Ak))m )

(€ RN)( eas(Ak))lip//T

where m = min{1/¢’,1 — p'/r} (here we have used (48)). We now take h > k and recall
that there exists ég = Gg(A, p) such that |¥(s)| > é&ls| for every s € R, so that

[ WGP = [ @) > [eo(h b)Y meas(4).

Then it follows from (55) that

meas(A4;,) < (meas(Ag))™ /P

__ &
~ (h—k)»
for every h and k such that h > k > ko, where ¢&; = é&(N,p,a,d, f,g). Since, by (F’),
(@),

mp*

p

Lemma 1 applied to the function ¢(h) = meas(Ay,), for ko satisfying (48), (50), (53) and
(54), gives

> 1,

||u||Loo(Q) < Cl = Cl (Nap7a7 kOada f» g) .
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In the case p = N, one can repeat the same choice of test functions in (P) (i.e.,
©x(Gr(u))), since one can check that the left-hand side of (51) is greater than

o [vw@ + SN [ g

where U is the function defined in (15). Using the embedding of W1 (RY) into L*(RY),
which holds for every s > N, one can easily follow the same arguments used above to
obtain the conclusion.

Let us show briefly how the proof can be achieved in the case p > N. For sake of
brevity, we take g = 0. Once again, using p,(Gg(u,)) as test function in (P,), with
A = 2d/a, and employing the same techniques used in the proof of Proposition 1, one
obtains (we again omit the index n):

Oéok'p_l

%/Q|VG1<;(U)|Z’W(G/§(U)) +— /Q|(’0(Gk’(u))| (55)

< (s +alvGle. ) [ 11,
{IfI>H}

where ¢, is the same constant appearing in (16), H = H(N,p,a, aq, f) > 0 will be
chosen hereafter and k = k(H) is such that k7~' = max{2H /g, 1}. On the other hand,
it is easily checked that

lo(s)| > éo(p, ) (‘P(s))p for every s € R,

and therefore, if £ > 1, one has
a0k [ o(Gu())] = da(p, Nao [ (¥(Gr(w))"

Therefore, using (55) and Sobolev’s embedding theorem of Wy*(Q) into L>(€), one
obtains

(Gl g < G0N0, ) () + W@ ) [ 1],

(O
so that, choosing H = H(N,p,«,«, f) sufficiently large, one gets an estimate for
U(Gr(u)) in L(9). m
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