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Introduction

This short note contains a quick introduction to the theory of operads. It

�nds its collocation in this book dedicated to Maxim Kontsevich's theorem in

deformation quantization of Poisson structures [5] as a consequence of his new

paper on the same subject [6] in which he points out the role played by operads

in his proof.

The note is organized as follows. In the �rst part basic de�nitions and exam-

ples from ribbon category theory are recalled, following mostly Bojko Bakalov

and Aleksander Kirillov's [1]. In the second part Vladimir Turaev's graphical

calculus for morphisms is introduced. Basic references for this part are [1] and

Tuaraev's book [9]. In the third part, the concept of operad is �nally intro-

duced, as a category with \additional structure" on morphisms. This di�ers

a bit from usual de�nitons of operads one can �nd in literature, and actually

it is a slight generalization of those (see Example 4.3), close relative both of

closed and enriched categories of Samuel Eilenberg and Gregory Maxwell Kelly

( [2] and [4] ) and of Saunders MacLane's props ( in a recent discussion on the

subject I had with Ezra Getzler, he told me that operads can be considered as

\the most important example of props"). The concepts of base change for an

operad and of free operads are then introduced and a few basic examples are

provided. The last part of the note is dedicated to algebras on operads, and the

case of Gerstenhaber algebras (in a rather general sense) is discussed in detail.
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1 Ribbon categories

A ribbon category is basically a category with an associative tensor product, a

symmetry corresponding to the permutation of factors in the tensor product,

a concept of duality and natural isomorphisms of each object with his bidual

(the basic example one has to have in mind is the category of �nite dimensional

vector spaces on a �xed base �eld). We are going to introduce the de�nition

of ribbon category by steps, through the concepts of monoidal category and of

braided and symmetric tensor categories. A further step could be made de�ning

modular categories. We won't do it here.

De�nition 1. A monoidal category C = (C0;
; I; a; r; l) consists of the follow-
ing set of data:

i) A category C0,

ii) A bifunctor 
 : C0 � C0 ! C0 called tensor product,

iii) A unit object I 2 Ob(C0),

iv) A functorial isomorphism aUVW : (U 
 V ) 
W ! U 
 (V 
W ) called
associativity isomorphism,

v) Functorial isomorphisms lV : I 
 V ! V and rV : V 
 I ! V ,

subject to the conditions given by the commutativity of the following diagrams:

((U 
 V )
W )
 Z

a

�����������������
a

�����������������

(U 
 (V 
W ))
 Z

a

��

(U 
 V )
 (W 
 Z)

a

��
U 
 ((V 
W )
 Z)

Id
a ��
U 
 (V 
 (W 
 Z))

(V 
 I)
W

a ��

r
Id �������������
V 
 (I 
W )

l
Id�������������

V 
W

I 
 I

r
��

l

�� I

Example 1.1. If C0 is a category with �nite products, C0 has a natural struc-
ture of monoidal category, taking as tensor product the product of C0, as unit
element the �nal object of C0 and as a; l; r the canonical isomorphisms induced
by the universal property of the product and by the de�ning property of the �-
nal object. Such monoidal categories are called cartesian monoidal categories.
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Examples of these are the category Sets of sets, the category Top of topological
spaces, the category Cov(X) of coverings of a topological space X (with product
given by the �bre product over X), and the category Vect(X) of vector bundles
over a topological space X (again with the �bre product as product). Examples
of non-cartesian monoidal categories are the category Ab of abelian groups, the
category R-mod of modules on a commutative ring with identity R, the category
dg-R-mod of di�erential graded R-modules, the categories Rep(G), Repf (G),
Rep(g), Repf (g), of representations and �nite dimensional representations of
a group G and of a Lie algebra g, all with the usual tensor products and unit ob-
jects. Another important example is the following. Given any unitary semigroup
G, the discrete groupoid over G with tensor product given by multiplication in
G is a monoidal category. Note that for any set S, the set of all �nite words
in the alphabet S, Wf (S) := [1n=0S

n has a natural structure of unitary semi-
group given by (a1; a2; : : : ; am) � (b1; b2; : : : ; bn) = (a1; a2; : : : ; am; b1; b2; : : : ; bn)

(the unit is the void word).

Now that we have introduced the class of monoidal categories, we have to

describe morphismps between them. Since our objects are a paricular class of

categories, our morphisms will be a particular class of functors.

De�nition 2. Let C; C0 be monoidal categories. A monoidal functor � : C ! C0

is given by a triple � = (�; ~�; �0), where

i) � : C0 ! C00 is a functor

ii) ~
�UV : �(U)
 �(V )! �(U 
 V ) is a natural trasformation

iii) �0 : I 0 ! �(I) is a morphism in C00

and �; ~�; �0 are such that the following diagrams commute:

(�(A) 
 �(B)) 
 �(C)
a0 ��

~�
Id

��

�(A) 
 (�(B) 
 �(C))

Id
~�

��
�(A 
B)
 �(C)

~�

��

�(A)
 �(B 
 C)

~�

��
�((A 
B)
 C)

�(a) ��
�(A 
 (B 
 C))

I
0 
 �(A)

l0 ��

�0
Id

��

�(A)

�(I)
 �(A)
~� ��

�(I 
A)

�(l)

		

�(A) 
 I
0 r0 ��

Id
�0

��

�(A)

�(A)
 �(I)
~� ��

�(A
 I)

�(r)
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Example 1.2. Two basic examples of monoidal functors are the singular chains
(with coeÆcients in the ring R) functor,

C�(�; R) : Top! dg-R-modules

and the homology functor

H� : dg-R-modules! dg-R-modules with zero di�erential

Their composition is the singular homology functor from the category of topo-
logical spaces to that of graded R-modules.

In most of the examples of monoidal categories presented so far the objects

U 
 V and V 
 U were isomorphic in a natural way. Formalizing this concept

lead us to the following

De�nition 3. A braided tensor category is C = (C0;
; I; a; l; r; c) where

i) (C0;
; I; a; l; r) is a monoidal category

ii) cUV : U 
 V ! V 
 U is a natural isomorphism (commutativity isomor-

phism) such that the following two diagrams commute:

U 
 (V 
W )
c �� (V 
W )
 U

a



������������

(U 
 V )
W

a

��������������

c
Id 

������������
V 
 (W 
 U)

(V 
 U)
W

a ��
V 
 (U 
W )

Id
c

��������������

U 
 (V 
W )
c�1 �� (V 
W )
 U

a



������������

(U 
 V )
W

a

��������������

c�1
Id 

������������
V 
 (W 
 U)

(V 
 U)
W

a ��
V 
 (U 
W )

Id
c�1

��������������

A braided tensor category C is called symmetric if moreover cV U cUV = IdU
V .

Example 1.3. All monoidal cartesian categories are symmetric, taking as c the
isomorphism induced by the universal property of the product. The category of
R-modules is symmetric with cUV (x 
 y) = y 
 x for any x 2 U and y 2 V .
The categories of linear representations of groups and Lie algebras are symmetric
with the same c. The category of (di�erential) graded R-modules has two natural
commutativity isomorphisms. One is the same as for R-modules, the other is
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the graded commutativity isomorphism given by c(x 
 y) = (�1)xy(y 
 x). An
example of a braided tensor category that is not symmetric is the category C(g)
of the �nite dimensional representations of the quantum group Uq(g) (see [1]
for details). The discrete groupoid of a unitary semigroup G is not a braided
tensor category unless G is commutative. In this case it is a symmetric tensor
category.

Now we come to the de�nition of morphisms between braided tensor cate-

gories.

De�nition 4. Let C, C0 be braided tensor categories. Then a tensor functor

� : C ! C0 is a triple � = (�; ~�; �0) such that

i) � is a monoidal functor

ii) The following diagram commutes:

�(A) 
 �(B)
c0 ��

~�

��

�(B) 
 �(A)

~�

��
�(A 
B)

�(c) ��
�(B 
A)

Example 1.4. The singular chains, homology and singular homology functors
are examples of tensor functors.

The next ingredient we are going to introduce to de�ne ribbon categories is

the concept of duality.

De�nition 5. Let C be a monoidal category. A right duality in C is a con-
travariant functor V 7! V

� together with natural trasformations

eV : V � 
 V ! I

iV : I ! V 
 V

�

such that the following diagrams commute:

V

Id
�������������

iV 
Id ��
V 
 V

� 
 V

Id
eV

��
V

V
�

Id
�������������

Id
iV ��
V
� 
 V 
 V

�

eV 
Id

��
V
�

Analoguosly, a left duality is a contravariant functor V 7! �
V toghether with

natural trasformations
e

0

V : V 
 �
V ! I
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i

0

V : I ! �
V 
 V

such that the following diagrams commute

V

Id
�������������

Id
i
0

V ��
V 
 �

V 
 V

e
0

V 
Id

��
V

�
V

Id
�������������

i0V 
Id �� �
V 
 V 
 �

V

Id
e0V

��
�
V

Remark 1.5. Note that a monoidal category C can have at most one right
duality and one left duality, up to a canonical isomorphism. In fact, if V 7! V

�1

and V 7! V
�2 are two right dualities, we have the map 'V : V �1 ! V

�2 given
by the composition

V
�;1

Id
i2 ��
V
�;1 
 V 
 V

�;2
e1
Id��

V
�;2

that is a natural isomorphism between the two right dualities. The same argu-
ment works for left dualities.

De�nition 6. A monoidal category C is said to be rigid if it has both left and
right duals.

Example 1.6. The category vector spaces, vector bundles on a topological space
X and of linear representations of groups and of Lie algebras are rigid (one has
to be careful in de�ning the tensor product in the in�nite dimensional case: the
standard tensor product won't work and one has to take a completion. Note,
however that the usual tensor product and its completion coincide on �nite di-
mensional spaces). The categories of sets, topological spaces and coverings of a
topological space X are not.

Remark 1.7. Duality implies the existence of natural isomorphism

Hom(U 
 V;W ) �! Hom(U;W 
 V

�)

and
Hom(U; V 
W ) �! Hom(V � 
 U;W )

given by sending  2 Hom(U 
 V;W ) to the composition

U

Id
iV ��
U 
 V 
 V

�
 
Id ��

W 
 V
�

and  2 Hom(U; V 
W ) to the composition

V
� 
 U

Id
 ��
V
� 
 V 
W

eV 
Id��
W
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In physicists folklore this amount to saying that an incoming particle is the same
thing as an outgoing antiparticle. Note that the isomorphism between Hom-
spaces de�ned above reduced the knowledge of all the spaces Hom(U; V ) to that
of the spaces Hom(I;W ), for W varying in C0. Again, in physicists folklore,
this corresponds to saying that each particle interaction can be considered as
transition from the vacuum state.

Remark 1.8. Assume now that our category is braided. From the above obser-
vation follows that there are natural isomorphisms

Hom(V; V ) ' Hom(V; V 
 I)
� ��

Hom(V � 
 V; I)

and
Hom(V 
 V

�
; I)

� ��
Hom(V; I 
 V

��) ' Hom(V; V ��):

Since cV V � induces a pullback isomorphism c
�
V V � : Hom(V �
V; I) ~!Hom(V 


V
�
; I), the composition of the two isomorphisms above gives us an isomorphism

Hom(V; V ) ~!Hom(V; V ��). Thus, to the identity in V corresponds a morphism
 V : V ! V

��. In general  V is not an isomorphism (think to non reexive
Banach spaces), but there are many interesting cases in which it is, such as
�nite dimensional spaces or Hilbert spaces. We give to this property a name.

De�nition 7. A rigid braided tensor category is said to be reexive if the mor-
phism  V is an isomorphism for each V .

Example 1.9. Finite dimensional vector spaces are reexive, in�nite dimen-
sional vector spaces are not. A less trivial example of a reexive category are
Hilbert spaces.

Remark 1.10. The morphisms  don't behave too well respect to tensor prod-
ucts. In fact, due to the presence of c in their de�nition, one has

 V
W = cVW cWV ( V 
  W )

To control the action of the twists, we can multiplicate  V with some balancing
twist �V such that

�V
W = (�V 
 �W )c�1WV c
�1
VW

The existence of such a � doesn't follow from the axioms of reexive braided

ribbon category, so we arrive to the de�nition of ribbon category:

De�nition 8. A ribbon category is a reexive braided tensor category endoved
with a natural isomorphism �V : V ! V such that

i) �V
W = (�V 
 �W )c�1WV c
�1
VW

ii) �I = idI

iii) �V � = (�V )
�

275



Example 1.11. Finite dimensional vector spaces, �nite dimensional vector
bundles on a space X, �nite dimensional linear representations of groups or Lie
algebras, Hilbert spaces, unitary representations of compact groups are ribbon
categories with the trivial twist �V = idV . On the category of (di�erential)
graded vector spaces there are two natural twists: the trivial one and the one
de�ned by �(x) = (�1)xx for homogeneus x.

2 Turaev's graphical calculus

Graphical calculus is a powerful way of representing morphisms and their com-

positions in any ribbon category; it will be the basic tool for the costruction of

free operads in the third section of this note.

De�nition 9. Let C be a ribbon category. A Turaev C-ribbon graph is de�ned
by the following set of data:

i) The two lines t0 := R� f0g and t1 := R� f1g in the real plane R2 with
the standard orientation. These lines are called line of the initial state
and line of the �nal state.

ii) m distinct points on t0 and n distinct points on t1, up to orientation
preserving di�eomorphisms of t0 and t1.

iii) A directed ribbon graph (up to isotopy) with exactly n+m external vertices
corresponding to the distinct points of t0 and t1 and a cyclic ordering of
the half edges occurring in any vertex. The graph need not to be connected.

iv) An object of C0 for every edge of the graph. The object corresponding to
the edge e is called label of e and we write Ve to denote it. The m-ple of
objects corresponding to the points in t0 is called the initial labelling of the
graph, and the n-ple corresponding to the points in t1 is called the �nal

label. Note that, for every internal vertex v, the tensor products

In(v) :=
O

e incoming in v

Ve

and
Out(v) :=

O
e outgoing from v

Ve

are well de�ned, due to the ordering on the half edges occurring at the
vertex. In(v) and Out(v) are called incoming state and outgoing state of
the vertex.

v) For every internal vertex v, a morphism 'v : In(v)! Out(v).

Given two �nite sequences of objects of C0, A = (A1; A2; : : : ; Am) and B =

(B1; B2; : : : ; Bn), denote as Graphs
B

A the set of all Turaev graphs with initial
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labelling equal to A and �nal labelling equal to B. Then we have two basic

operations: composition

Æ : Graphs
C

B �Graphs

B

A ! Graphs

C

A

that consists of putting the �rst graph on top of the second one, identifying the

�nal label of the second with the initial label of the �rst

Figure 1:

and tensor product


 : Graphs
B

A �Graphs

D

C ! Graphs

B;D

A;C

consisting in putting the second graph on the right of the �rst one.

Figure 2:

Note that the labels of Turaev graphs are the objects of the tensor category of

�nite sequences of objects of C0. So Graphs can be thought as morphisms of

an enrichment of this category, i.e., we can consider the category Graphs(C)
that has for objects the �nite sequences of objects of C0 and for any two such

sequences, A and B,

HomGraphs(C)(A;B) := Graphs

B

A

3 The morphism associated to a Turaev graph

To each C-Turaev graph � corresponds a morphism '� in C in such a way that

'�1Æ�2 = '�1 Æ '�2
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and

'�1
�2 = '�1 
 '�2

To de�ne '�, assume, in a �rst moment, that all vertices, stationary points,

twists and crossings (special points for short) of the graph � lie at di�erent

vertical levels. Then choose 0 = �0 < �1 < �2 < : : : < �n < �n+1 = 1 such

that in each strand [�i; �i+1] �R lies at most one special point. Then change

every downgoing arrow with the corrisponding upgoing one, changing the label

of such strands with the dual label. Having done this, the graph � has been

expressed as the composition of the graphs �i;i+1 and each of these is a tensor

product of the form

B.  .  . .    .    .

Figure 3:

where B is one of these basic graphs:

Figure 4:

Now we make the following associations: we let the �rst graph correspond to

IdV , the second one to the morphism 'V labelling the vertex, the third one to

�V , the fourth one to iV , the �fth one to cVW , the sixth one to c�1WV and the

seventh one to eV . The morphisms '�i;i+1 are then de�ned as tensor products

of the 'B with copies of the identity and '� is �nally de�ned as the composition

of the '�i;i+1 . It's important to point out that this construction of '� is based

on a particular choiche of a representative for the isotopy class of the graph �.

Reshetikhin and Turaev's theorem tells us that '� is actually independent of

such a choice.
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Theorem 3.1. '� depends only on the isotopy class of �, thus giving a modular
functor

' : Graphs(C)! C

Proof. We just sketch it here (one can �nd the complete proof in [7]). The

basic observation needed to prove the theorem is that one can pass fron one

representative for an isotopy class to another by a �nite sequence of simple
moves called Reidmeister moves. Then one has just to check that axioms for a

ribbon category are such that '� is unchanged when one applies a Reidmeister

move to �.

4 Operads

In our toy model of a ribbon category, �nite dimensional vector spaces on a �xed

base �eld, there is another property we still haven't considered: given two vector

spaces V and W , their morphisms Hom(V;W ) are again a vector space. This

concept naturally generalizes to the naive idea of a category C0 whose hom-sets

are objects of another category C0 (when C0 = C0 as in the case of vector spaces,

one has the closed categories of Eilenberg and Kelly). Formalizing this idea we

get the de�nition of C0-category of [2].

De�nition 10. A C0-category is C = (C0; C0; h;m; j) where

i) C0 is a category and C0 is a monoidal one. C0 is called category of the

objects and C0 is called category of the morphisms.

ii) A hom-space functor h : C
op
0 � C0 ! C0.

iii) A natural trasformation mABC : h(B;C)
h(A;B)! h(A;C) called com-

position law.

iv) An identity element jA : I ! h(A;A) depending functorially on A.

such that the following diagrams commute:
i)

h(C;D) 
 (h(B;C)
 h(A;B))

Id
m

��

(h(C;D) 
 h(B;C)) 
 h(A;B)
a

m
Id

��
h(C;D) 
 h(A;C)

m

��																							
h(B;D)
 h(A;B)

m

��
h(A;D)

ii)

h(A;B) 
 I

r ��

Id
ja

��

h(A;B)

h(A;B)
 h(A;A)

m

��
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I 
 h(A;B)
l ��

jb
Id

��

h(A;B)

h(B;B)
 h(A;B)

m

��













Remark 4.1. Every category can be seen as a Sets-category by taking as h;m; j
the usual Hom, compositions and identity elements. Conversely, for each C0

category there is an underlying category �(C). To de�ne it, one has to observe
that we have a natural functor � : C0 ! Sets given by �(A) := Hom(I; A). By
abuse of language, the elements of �(A) are called elements of A (note that in
many important examples, such as vector spaces or topological spaces, these are
actually the elements of the space: vectors of a vector space correspond to the
images of the element 1 in a morphism from the base �eld to the vector space,
points of a topological space correspond to morphisms from a point to the space).
Now it's clear that the underlyng category of C is de�ned as the category that
has the same objects of C0 and as morphisms between them the elements of the
hom-spaces h(�;�). The compositions of two morphisms f : I ! h(A;B) and
g : I ! h(B;C) is de�ned as the morphism g Æ f given by the composition

I
��
I 
 I

g
f ��
h(B;C)
 h(A;B)

m ��
h(A;C)

With these de�nitions m induces the composition of morphisms in �(C) and j
induces the identities on the objects. One can notice that the category structure
obtained this way, corresponds to the Sets-category structure given by de�ning

h

0 = � Æ h; m

0 = � Æm; j

0 = � Æ j

i.e. the underlying category is obtained by the base change � (on this point we'll
come back later).

The functor � forgets the additional structure we had on morphisms. Each

time we can speak of a free object in C0 generated by a set we have the adjoint of
�, freeC0 that changes a category in a C0-category, simply by changing the hom-

set Hom(A;B) in the object of C0 given by Free(Hom(A;B)). To be precise,

we must de�ne the functor Free. To do this we need C0 to have coproduts.

Then

Free(S) :=
a
s2S

I

The concept of C0 category is the right formalization of the intuitive idea of

a category with structure on morphisms. The concept of operad corresponds

to such a formalization for the concept of monoidal category with additional

structure on morphisms. Then, to braided (symmetric) tensor categories corre-

spond braided (symmetric) operads, and to ribbon categories correspond ribbon

operads. To a particular kind of ribbon categories, modular categories should
correspond objects to be called modular operads. Curiosly, objects called modu-

lar operads have been de�ned in [3] without any reference to modular categories.
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At the moment I don't know whether the two de�nitions of a modular operad

do coincide.

In de�ning a monoidal category with additional structure on morphisms the

only thing to do is to de�ne understand what should be a C0-tensor product on
C0. We need a preliminary de�nition.

De�nition 11. Let C and ~C be C0-categories. A C0-functor F : C ! ~C is a
function F0 : C0 ! ~C0 together with a natural trasformation FAB : h(AB) !
~
h(F0(A); F0(B)) such that the following diagrams commute:

h(B;C)
 h(A;B)
m ��

F
F

��

h(A;C)

F

��
~
h(F0(B); F0(C)) 
 ~

h(F0(A); F0(B))
~m �� ~

h(F0(A); F0(C))

h(A;A)

F

��

I

j
�������������

~j �������������

~
h(F (A); F (A))

Now note that, if C is a C0-category, C � C has a natural structure of C0-
category, setting

h ((A;B); (C;D)) := h(A;C) 
 h(B;D)

Then we come to the de�nition of C0-tensor product.

De�nition 12. Let C be a C0-category. A C0-tensor product on C is a bi-C0-
functor 
 : C0 � C0 ! C0.

We are now ready to de�ne operads.

De�nition 13. A C-operad is a C-category O, with a C-tensor product such
that the category underlying O is a monoidal one. Braided tensor, symmetric,
and ribbon operads are de�ned in the natural way. By abuse of notation we
often write O(A;B) for hO(A;B).

Example 4.2. Each monoidal category can be seen as a Sets-operad. Ana-
loguosly, each ribbon category can be seen as a Sets-ribbon operad. Again, the
functor Free allows one to give more structure to morphisms of any monoidal
or ribbon category, giving us examples of C-(ribbon) operads.
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Example 4.3. If C0 = fN;+g, the data for a C-operad reduce to

i) A monoidal category C.

ii) A map O : N�N! Ob(C).

iii) For each m;n; k 2 N, composition maps

Æmnk : O(n; k)
O(m;n)! O(m; k):

iv) For each n 2 N a distinguished element (identity) jn 2 O(n; n).

v) For each m;n; k; l 2 N a tensor product


mnkl : O(m;n)
O(k; l)! O(m+ k; n+ l)

such that the following diagrams commute:

O(c; d) 
 (O(h; c)
O(a; h))

Id
m

��

(O(c; d) 
O(h; c))
O(a; h)
a

m

��
O(c; d) 
O(a; c)

m

��																						
O(h; d)
O(a; h)

m

��
O(a; d)

O(m;n)
 I

r ��

Id
jm

��

O(m;n)

O(m;n)
O(m;m)

m

��������������

I 
O(m;n)
l ��

jn
Id

��

O(m;n)

O(n; n)
O(m;n)

m

��













(O(a; b)
O(c; d)) 
O(e; f)
a ��




��

O(a; b)
 (O(c; d) 
O(e; f))




��
O(a+ c; b+ d)
O(e; f)


 ��																			
O(a; b)
O(c+ e; d+ f)




��
O(a+ c+ e; b+ d+ f)
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O(n+m;n+m)

I

jn+m
��������������

jn
jm ��������������

O(n; n)
O(m;m)




		

Thus we obtain the structure commonly called operad in literature.

Remark 4.4. Let O be a C-operad, and let � : C ! ~C be a monoidal functor.
Then, de�ning ~

h, ~m, ~j and ~
 respectively as � Æ h, �(m) Æ ~
�, �(j) Æ �0 and

�(
) Æ ~�, we obtain a ~C-operad denoted ��(O) (one has to check that diagrams
in the de�nition of operad commute. This is an easy but tedious calculation we
leave to the suspicious reader). The operad ��(O) is said to be obtained from
O by the base change �. Note that tensor functors and ribbon functors provide
base changes for braided and ribbon operads.

Example 4.5. The \forget the structure" functor � is a base change from C-
operads to Sets-operads. The singular chains functor is a base change from
topological operads to di�erential grade ones; the homology functor is a base
change from dg-operads to graded operads.

The last topic in the abstract theory of operads we want to introduce here

is the concept of generators and relations for an operad. This will allow us to

produce operads once we are given a basic set of operations. As an enlightning

example think to the set of all possible operations in an algebra that you can

write composing in all the possible ways the basic operationd of the algebra.

We need some de�nitions.

De�nition 14. A C-collection is a triplet Coll = (C; C0; hColl), where C is a
monoidal category, C0 a category, and hColl is a functor hColl : C0

op � C0 ! C.
By abuse of notation we often write Coll (A;B) for hColl (A;B).

Remark 4.6. From the de�nition above it's clear that a collection is just an op-
erad without composition rules and tensor products. This means that we have a
natural forgetful functor �Coll from the category of operads to that of collections.
To construct its adjoint, we mimic the costruction of the operad Graphs(C).
For a collection C, we de�ne Graphs(C) to be the set of all Turaev graphs with
internal vertices v marked by 'v with 'v element of C(In(v); Out(v)). It's im-
mediate to see that, de�ning composition and tensor product of graphs as above,
Graphs(C) is a Sets-operad with objects the �nite sequences of objects of the
category C0 of objects of the collection C. Now apply the functor FreeC to the
hom-sets of Graphs(C). This way we have de�ned a C operad FreeOp(C) hav-
ing as category of object the monoidal category of �nite sequences of objects of
C0. For two such sequences A and B, one has

FreeOp(C)(A;B) := FreeC

�
Graph(C)

B

A

�
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The functor FreeOp so de�ned is clearly the adjoint of �Coll . In fact, given a C-
collection C and a C-operad O, every morphism of collections ' : C ! �Coll (O)
(i.e. just a collection of morphisms 'AB : C(A;B)! O(A;B) de�ned for every
A;B 2 Ob(C0)), lifts in a natural way to ~' : Graphs(C) ! Graphs(O) and
thus to ~' : FreeOp(C)! FreeC(Graphs(O)). Composing ~' with the canonical
projection FreeC(Graphs(O)) ! O, one gets the desired lift of '.

5 Algebras over an operad

An algebra is just an object A of a ribbon operad O toghether with multplica-

tions mi 2 O(A 
 A;A) satisfying certain properties. A more precise way of

expressing this concept is to consider the free operad F generated over N by

the multiplications mi, the twist �A and the switches cAA. Then we have a mor-

phism ' : F ! End(A), where End(A) is the suboperad generated by A inside

O, i.e. End(A)(m;n) := O(A
m; A
m). Relations among multiplications of A,

switches of factors and the �'s give a factorization of ' through a quotient A of

F . The operad A is the operad describing the structure of the algebra A. Thus

we come to the de�nition of O-algebra.

De�nition 15. Given an operad O, an O-algebra A is simply an object A of
an operad together with a morphism ' : O ! End(A).

Example 5.1. Algebras with one multiplication. The free operad governing
them is generated by trivalent graphs, with vertices marked by the multiplication
�. Quotienting respect to the relation

Figure 5:

we get Assoc that governs associative algebras; quotienting respect to the relation

Figure 6:

we get the operad Comm that governs commutative algebras.
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Algebras with two multiplications. This time the free operad governing them
is generated by trivalent graphs with two possible markings, � and Æ on the
vertices, corresponding to the two operations. Our basic example of operads
with two operations is the operad Gerst, governing Gerstenhaber algebras. The
relations de�ning Gerst are the following:

Figure 7:

Figure 8: Commutativity of �

Figure 9: Associativity of �
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Figure 10: Odd anticommutativity of Æ

Figure 11: Odd Jacobi identity

and the odd Poisson identity

Figure 12: Odd Poisson identity
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Note that if one takes �(x 
 y) = (�1)xy(y 
 x) and �(x) = (�1)xx in the
category of supervector spaces and writes � for the � and [; ] for the Æ, one gets
the classical de�nition of Gerstenhaber algebra (cfr [8]). If one adds the relation
which equals

Figure 13:

to 0, one obtains the operad odd Lie governing odd Lie superalgebras as a quo-
tient of Gerst. This corresponds to the trivial statement that each odd Lie
superalgebra can be seen as a Gerstenhaber algebra with vanishing � product.
As a �nal observation, note that each vector space A can be made \super" just
putting all is elements in odd degree (and thus giving to the elements of the
tensor product A
n the same parity of n). With this assumption, the odd Lie
superalgebra structure on A is simply an usual Lie algebra structure.
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