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1. Connections on vector bundles

1.1. Connections. If X is a vector field on an open subset U of Rm, then X is determined by m-tuple
(a1, . . . am) of functions:

X =
∑
i

ai
∂

∂xi

Therefore we know how to take directional derivatives of X at a point q ∈ U in the direction of a vector
v ∈ TqU = Rm — we simply differentiate the coefficients:

(DvX)q =
∑
i

(Dvai)q
∂

∂xi
|q

where Dvai is the directional derivative of the function ai in the direction v. Consequently we know when
a vector field does not change along a curve γ:

Dγ̇X = 0.

Covariant derivatives generalize the directional derivatives allowing us to differentiate vector fields on arbi-
trary manifolds and, more generally, sections of arbitrary vector bundles.

Definition 1.1 (Covariant derivative of sections of a vector bundle). Let π : E →M be a vector bundle. A
covariant derivative (also knows as a connection) is an R-bilinear map

∇ : Γ(TM)× Γ(E)→ Γ(E), (X, s) 7→ ∇Xs
such that

(1) ∇fXs = f∇Xs
(2) ∇X(fs) = X(f) · s+ f∇Xs.

for all f ∈ C∞(M), all X ∈ Γ(TM), and all s ∈ Γ(E).

Example 1.2. Let U ⊂ Rm be an open set and E = TU → U the tangent bundle. Define a connection D
on TU → U by

DX(
∑

ai
∂

∂xi
) =

∑
X(ai)

∂

∂xi
.

I leave it to the reader to check that this is indeed a connection.
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Remark 1.3. Lie derivative (X,Y ) 7→ LXY is not a connection on the tangent bundle (why not?).

Example 1.4. Let π : E → M be a trivial bundle of rank k. Then there exist global sections {s1, . . . , sk}
of E such that {sj(x)} is a basis for Ex for all points x ∈M ({si} is a frame of E|U ). So for any s ∈ Γ(E),
we have s =

∑
j fjsj , for some C∞ functions fj . We define a bilinear map ∇ : Γ(TM)× Γ(E)→ Γ(E) by

∇Xs = ∇X(
∑
j

fjsj) :=
∑
j

X(fj)sj .

It is easy to check that ∇ is indeed a connection on E:

∇fXs = ∇fX(
∑
j

fjsj) =
∑
j

fX(fj)sj = f
∑
j

fjsj = f∇Xs;

and

∇X(fs) = ∇X(f
∑
j

fjsj) =
∑
j

X(ffj)sj = X(f)
∑
j

fjsj + f
∑
j

X(fj)sj = X(f)s+ f∇Xs.

Lemma 1.5. Any convex linear combination of two connections on a vector bundle E →M is a connection.
More precisely, let ∇1, ∇2 be two connections on E and ρ1, ρ2 ∈ C∞(M) be two functions with ρ1 + ρ2 = 1.
Then

Γ(TM)× Γ(E) 3 (X, s) 7→ ∇Xs := ρ1∇1
Xs+ ρ2∇2

Xs ∈ Γ(E)

is a connection.

Proof. Exercise. Check that the two properties of the connection hold. �

As a corollary we get:

Proposition 1.6. Any vector bundle π : E →M has connection.

Proof. Choose a cover {Uα} on M such that E|Uα is trivial. Let ∇α be a connection on E|Uα , as in
Example 1.4. Let {ρβ} be a partition of unity subordinate to {Uα}. Then supp ρβ ⊂ Uα for some α = α(β).
Define a map ∇ : Γ(TM)× Γ(E)→ Γ(E) by

∇Xs =
∑
β

ρβ(∇αXU s|Uα).

This is indeed a connection, since a convex linear combination of any finite number of connections is a
connection — see Lemma 1.5 above. �

Proposition 1.7. Let ∇ be a connection on a vector bundle π : E →M . Then ∇ is local: for any open set
U and any vector fields X and Y , and for any sections s and s′ of E such that X|U = Y |U and s|U = s′|U ,
we have

(∇Xs)|U = (∇Y s′)|U .

Proof. Since ∇ is bilinear, it is enough to show two things:
(a) if X|U = 0, then (∇Xs)|U = 0 for any s ∈ Γ(E); and
(b) if s|U = 0, then (∇Xs)|U = 0 for any X ∈ Γ(TM).
Fix a point x0 ∈ U . Then there is a smooth function ρ : U → [0, 1] with supp ρ ⊂ U and ρ|V = 1 for some
open neighborhood V of x0. If X|U = 0 then ρX = 0, and hence for any section s of E,

0 = (∇ρXs)(x0) = ρ(x0)(∇Xs)(x0) = (∇Xs)(x0).

Since x0 ∈ U is arbitrary, (a) follows. If s|U = 0 then ρs = 0 on M . This in turn implies that

0 = (∇Xρs)(x0) = (X(ρ)s+ ρ∇Xs)(x0) = 0 + ρ(x0)(∇Xs)(x0) = (∇Xs)(x0).

�
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Remark 1.8. It follows that if ∇ is a connection on a vector bundle E →M then ∇ induces a connection

∇U : Γ(TU)× Γ(EU )→ Γ(E|U )

on the restriction E|U for any open set U ⊂ M . Namely, for any x0 ∈ U let ρ : U → [0, 1] be a bump
function as in the proof above. Then for any X ∈ Γ(TU) and any s ∈ Γ(E|U ) we have ρX ∈ Γ(TM) and
ρs ∈ Γ(E) (with ρX and ρs extended to all of M by 0). We define:

(∇UXs)(x0) = (∇ρXρs)(x0).

By Proposition 1.7, the right hand side does not depend on the choice of the function ρ. We leave it to the
reader to check that ∇U is a connection.

Definition 1.9 (Christoffel symbols). Let E →M be a vector bundle with a connection∇. Let (x1, . . . , xn) :
U → Rm be a coordinate chart on M small enough so that E|U is trivial. Let {sα} be a frame of E|U : for
each x ∈ U we require that {sα(x)} is a basis of the fiber Ex. Then any local section s ∈ Γ(E|U ) can be
written as a linear combination of sα’s. In particular, for each index i and β

∇U∂
∂xi

sβ =
∑
α

Γαiβsα

for some functions Γβiα ∈ C∞(U). These functions are the Christoffel symbols of the connection ∇ relative
to the coordinates (x1, . . . , xn) and the frame {sα}.

It follows easily that the Christoffel symbols determine the connection ∇U on the coordinate chart U . It
is customary not to distinguish between ∇ and its restriction ∇U .

Proposition 1.10. Let ∇ be a connection on on a vector bundle π : E → M . For any X ∈ Γ(TM), any
s ∈ Γ(E) and any point q the value of the connection (∇Xs)(q) at a point q ∈M depends only on the vector
Xq (and not on the value of X near q).

Proof. It’s enough to show that if Xq = 0 then (∇Xs)(q) = 0. Since connections are local we can argue in
coordinates. Choose a coordinate chart (x1, . . . , xn) : U → Rm on M with q ∈ U such that E|U is trivial.
Pick a local frame {sj} of E|U . Then, if X =

∑
Xi ∂

∂xi
, s =

∑
fjsj , and Γkij denote the associated Christoffel

symbols,

∇Xs = ∇P
Xi ∂

∂xi

(
∑

fjsj) =
∑

Xi∇ ∂
∂xi

(
∑

fjsj)

=
∑

Xi ∂fj
∂xi

sj +
∑

Xifj∇ ∂
∂xi

sj

=
∑

Xi(
∑ ∂fj

∂xi
sj +

∑
fjΓkijsk).

If Xq = 0 then Xi(q) = 0 for all i. Hence (∇Xs)(q) = 0 and we are done. �

As a corollary of the proof computation above we get an expression for the connection in terms of the
Christoffel symbols.

Corollary 1.10.1. Let ∇ be a connection on on a vector bundle π : E → M and (x1, . . . , xn) : U → Rm a
coordinate chart on M with E|U being trivial. Let {sj} be a frame of E|U . Then

(1.1) ∇P
iX

i ∂
∂xi

(
∑
j

fjsj) =
∑
i,k

Xi(
∂fk
∂xi

+
∑
j

fjΓkij)sk.

We note one more corollary that will be useful when we try to define connections induced on submanifolds.

Corollary 1.10.2. Let ∇ be a connection on on a vector bundle π : E → M . For any X ∈ Γ(TM), any
s ∈ Γ(E) and any point q the value of the connection (∇Xs)(q) at a point q ∈M depends only on the values
of s along the integral curve of X through q
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Proof. By the previous corollary, for X =
∑
iX

i ∂
∂xi

and s =
∑
j fjsj

(∇Xs) (q) = (Xfk)(q) sk(q) +
∑
i,k,j

Xi(q)fj(q)Γkij(q)sk(q).

And (Xfk)(q) depends only on the values of fk along the integral curve of X. �

The proof that connections are local has an important generalization to maps of sections of vector bundles.

Definition 1.11. Let E →M and F →M be two vector bundles. We say that a map T : Γ(E)→ Γ(F ) is
tensorial if T is R-linear and for any f ∈ C∞(M)

T (fs) = fT (s)

for all sections s ∈ Γ(E).

Lemma 1.12. Let E → M and F → M be two vector bundles. If T : Γ(E)→ Γ(F ) is tensorial then there
is a vector bundle map φ : E → F so that

[T (s)](x) = φ(s(x))

for all s ∈ Γ(E) and x ∈M . And conversely, any vector bundle map φ : E → F defines a tensorial map on
sections Tφ : Γ(E)→ Γ(F ) by Tφ(s) = φ ◦ s.

Proof. The proof is in two steps. We first argue that T is local: if s ∈ Γ(E) vanishes on an open set U ⊂M
then T (s) vanishes on U as well. Pick a point x ∈ U and a smooth function ρ ∈ C∞(M) with supp ρ ⊂ U
and ρ ≡ 1 on a neighborhood V of x (V ⊂ U , of course). Then ρs is identically zero everywhere. Hence

0 = T (ρs)(x) = ρ(x) T (s)(x) = T (s)(x).

Since x ∈ U is arbitrary T (s)|U = 0.
Since T is local and E, F are locally trivial, we may assume that E and F are, in fact, trivial. That is

E = M × Rk and F = M × Rl. Moreover the sections of E and F are simply k- and l-tuples of functions.
We want to define a vector bundle map φ : E → F . Then φ : M × Rk →M × Rl has to be of the form

φ(x, v) = (x,A(x)v)

where A : M → Hom(Rk,Rl) is smooth, with the property that

T (f1, . . . , fk)(x) = A(x)

 f1(x)
...

fk(x)


for all x ∈ M . But this is easy: define the jth column of A(x) to be the l-tuple of functions T (ej), where
ej is the section of E that assigns to every point the jth basis vector (0, . . . , 0, 1, 0, . . . , 0) (1 in jth slot).
Or, if you prefer, ej is the k-tuple of functions with jth function being identically 1 and all the others being
zero. �

Remark 1.13. Lemma 1.12 above generalizes further: let E1, E2, . . . Ek and F be vector bundles over a
manifold M and

T : Γ(E1)× · · · × Γ(Ek)→ Γ(F )
a k-linear map which is tensorial in each slot:

T (f1s1, . . . , fksk) = f1 . . . fkT (s1, . . . , sk)

for all si ∈ Γ(Ei) and fj ∈ C∞(M). Then for every x ∈M there is a unique k-linear map

Tx : (E1)x × · · · × (Ek)x → Fx

with
Tx(s1(x), . . . , sk(x)) = [T (s1, . . . , sk)](x).

Globally this means that there is a vector bundle map

φ : E1 ⊗ · · · ⊗ Ek → F
4



so that
T (s1, . . . , sk)(x) = φ(s1(x)⊗ . . .⊗ sk(x))

for all x ∈M and all sections si ∈ Γ(Ei).

Remark 1.14. We add one more layer of abstraction to the remark above: there is a bijection between
vector bundle maps φ : E → F and sections of the bundle Hom(E,F ) ' E∗ ⊗ F . Namely, if φ : E → F
is a vector bundle map, then φ|Ex : Ex → Fx is an element of Hom(Ex, Fx) = Hom(E,F )x for each point
x ∈M . Thus x 7→ φ|Ex is a section of the bundle Hom(E,F )→M .

We summarize the preceding discussion as a proposition.

Proposition 1.15. Let E1, E2, . . . Ek and F be vector bundles over a manifold M . There is a bijection
between k-linear tensorial maps

T : Γ(E1)× · · · × Γ(Ek)→ Γ(F )
and the sections of the bundle E∗1 ⊗ · · · ⊗ E∗k ⊗ F →M .

Here are a few instances where the above point of view is useful.

Lemma 1.16. Let ∇1 and ∇2 be two connections on a vector bundle E → M . Their difference ∇1 − ∇2

“is” a section of the bundle T ∗M ⊗ E∗ ⊗ E ' Hom(TM ⊗ E,E). Conversely, given a connection ∇ on
E → M and a section A of the bundle Hom(TM ⊗ E,E) then the map ∇A : Γ(TM)× Γ(E)→ Γ(E) given
by

(∇AXs)(x) := ∇Xs(x) +Ax(Xx ⊗ s(x))
is again a connection on E. Here, of course, x ∈M is a point, X a vector field on M and s is a section of
E. Thus a choice of a connection on E →M defines a bijection

{space of all connections on E →M} ↔ Γ(T ∗M⊗E∗⊗E) = Γ(Hom(TM⊗E,E)) = Γ(T ∗M⊗Hom(E,E)).

Proof. In one direction it’s enough to prove that ∇1 −∇2 is tensorial in both slots. It’s obviously tensorial
in the vector field slot. The tensoriality in the second slot is an easy computation.

We also leave it to the reader to check that ∇A as defined above is a connection. �

Definition 1.17. A connection on a manifold M is a connection on its tangent bundle TM →M .

Definition 1.18. The torsion T∇ of a connection ∇ on a manifold M is a bilinear map

T∇ : Γ(TM)× Γ(TM)→ Γ(TM), T∇(X,Y ) := ∇XY −∇YX − [X,Y ].

If T∇ = 0, the connection ∇ is called torsion-free.

Lemma 1.19. The torsion of a connection is tensorial, hence corresponds to a section of the bundle T ∗M ⊗
T ∗M ⊗ TM .

Proof. This is yet another computation left to the reader. �

Definition 1.20. The curvature R of a connection ∇ on a vector bundle E → M is a tri-linear map
Γ(TM)× Γ(TM)× Γ(E)→ Γ(E) defined by

R(X,Y )s = ∇X(∇Y s)−∇Y (∇Xs)−∇[X,Y ]s.

Lemma 1.21. Curvature is tensorial hence correspond to a section of T ∗M ⊗ T ∗M ⊗ Hom(E,E) → M .
Moreover, since R(X,Y )s = −R(Y,X)s, it actually corresponds to a section of Λ2(T ∗M)⊗Hom(E,E).

Proof. Once again this is a computation. We check tensoriality in one slot and leave the rest to the reader.
For all vector fields X,Y , sections s and functions f ,

R(X,Y )(fs) = ∇X(∇Y (fs))−∇Y (∇X(fs))−∇[X,Y ](fs)
= ∇X(Y (f)s+ f∇Y s)−∇Y (X(f)s− f∇Xs)− ([X,Y ]f)s− f∇[X,Y ]s

= X(Y (f))s+ Y (f)∇Xs+X(f)∇Y s+ f∇X(∇Y s)− Y (X(f))s
−X(f)∇Y s− Y (f)∇Xs− f∇X(∇Y s)− ([X,Y ]f)s− f∇[X,Y ]s

= fR(X,Y )s

�
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1.2. Parallel Transport. In general there is no consistent way of identifying vectors in tangent spaces at
different points of a manifold. More generally there is no consistent way of identifying vectors in fibers of
a vector bundle above different points of a manifold. However we will see that given a connection ∇ on a
vector bundle π : E →M , for any curve γ : [a, b]→M there is a family of vector space isomorphisms

P t2t1 (γ) = P t2t1 : Eγ(t1) → Eγ(t2),

depending smoothly on t1, t2 ∈ [a, b]. These isomorphisms P t2t1 are called parallel transport along γ. The
connection can then be recovered from parallel transport. We now proceed with the construction.

Definition 1.22. Let π : E → M be a vector bundle and γ : [a, b] → M a curve. A section σ of E → M
along γ is a smooth map s : [a, b] → E so that π(σ(t)) = γ(t) for all t ∈ [a, b]. We denote the space of
sections of E along the map γ by Γ(γ∗E).

Example 1.23. If s : M → E is a section of E, then s ◦ γ is a section along γ.

Example 1.24. The derivative γ̇ := dγt( ddt |t) is a section of the tangent bundle TM →M along γ.

Remark 1.25. If E = TM then a section along a curve γ is also known as a vector field along γ. It’s not
true that every section σ along γ is of the form σ = s ◦γ for some s ∈ Γ(E): if the curve γ crosses itself than
γ̇ cannot be of the form X ◦ γ for any vector field X on M .

Remark 1.26. Here’s another way to consider sections along a curve γ. Suppose f : N → M is a smooth
map of manifolds and that π : E →M is a vector bundle. Define the pullback of the bundle E along f to be
the set

f∗E = {(n, e) ∈ N × E | f(n) = π(e)}.
together with the projection π′ : f∗E → N , f∗E 3 (n, e) 7→ n. A transversality argument shows that f∗E
is a submanifold of N × E, so π′ is smooth. It’s not hard to see that f∗E is a vector bundle of the same
rank as E. The point of this construction is that a section of a bundle E →M along a curve γ : (a, b)→M
is simply a section of the pullback bundle γ∗E → [a, b].

Strictly speaking the construction above doesn’t apply to maps from closed intervals, since a closed interval is not a manifold.
However, a smooth map from a closed interval [a, b] is, by definition, a smooth curve from a slightly larger open interval (a′, b′) ⊃ [a, b]
and pulling back E to a bundle over (a′, b′) does make sense.

Definition 1.27. Let π : E → M be a vector bundle and γ : [a, b] → M a smooth curve. A covariant
derivative ∇dt along γ is an R-linear map

∇
dt

: Γ(γ∗(E))→ Γ(γ∗(E)), σ 7→ ∇
dt
σ

such that for all function f ∈ C∞([a, b]) and all sections σ ∈ Γ(γ∗(E))

(1.2)
∇
dt

(fσ) =
df

dt
σ + f

∇
dt
σ.

Proposition 1.28. Given a connection ∇ on a vector bundle π : E →M and a curve γ : [a, b]→M , there
is a unique covariant derivative ∇dt : Γ(γ∗(E))→ Γ(γ∗(E)) along γ such that

(1.3)
∇
dt

(s ◦ γ)(t) = (∇γ̇(t)s)(γ(t)).

for all sections s of the bundle E.

Proof. (Uniqueness) Arguing as in Proposition 1.7, it is not hard to show that ∇dt is local: for a section σ

of E along γ the value (∇dtσ)(t) at a point t depends only on the values of σ near t. Therefore, in order to
prove uniqueness it is no loss of generality to assume that the image γ([a, b]) of γ is contained in an open set
U in M with E|U trivial. Pick a frame {sj} of E|U . Then for any σ ∈ Γ(γ∗E) there are smooth functions
fj ∈ C∞([a, b]) so that

σ(t) =
∑

fj(t)sj(γ(t))

for all t ∈ [a, b]. Then, using (1.2) and (1.3), we get

(1.4)
∇
dt
σ(t) =

∇
dt

(∑
fj (sj ◦ γ)

)
(t) =

∑ dfj
dt

(t) sj(γ(t)) +
∑

fj(∇γ̇(t)sj)(γ(t)).
6



Since the right hand side of (1.4) depends only on ∇, ∇dt is unique.

(Existence) Cover γ([a, b]) with sets Uj such that E|Uj is trivial. It’s enough to construct ∇dt on each
Γ(γ∗E|γ−1(Uj)) for by uniqueness the operators on each Γ(γ∗E|γ−1(Uj)) will patch together to a map ∇

dt :

Γ(γ∗E)→ Γ(γ∗E). Pick a frame {s(j)
k } on E|Uj and define ∇dt on γ∗(E|Uj ) by (1.4). �

Definition 1.29. We will refer to the covariant derivative ∇dt along γ as in the Proposition 1.28 above as
being induced by the connection ∇.

Definition 1.30. Let E → M be a vector bundle with a connection ∇, γ : [a, b] → M a curve. A section
σ ∈ Γ(γ∗E) is parallel if

∇
dt
σ = 0,

where ∇dt is the covariant derivative along γ induced by ∇.

To define parallel transport along a curve γ : [a, b] → M , we want, for every vector v ∈ Eγ(a), a section
σv ∈ Γ(γ∗(E)) such that σv(a) = v and ∇dtσ

v = 0. We also want the map v 7→ σv to be linear. The existence
of such sections and linearity in v is the result of the next two lemmas. The first one is the standard result
for linear time dependent ODE’s.

Lemma 1.31. Suppose that B = (Bjk(t)) : [c, d]→ Rk2
is a smooth curve in the space of k×k real matrices.

Then there is a smooth curve R : [c, d]→ GL(R, k) such that f(t) := R(t)f0 is a solution of the ODE

(1.5)

 f ′1(t)
...

f ′k(t)

 = B(t)

 f1(t)
...

fk(t)

 ,

with initial conditions f(c) = f0.

Lemma 1.32. Let E →M be a vector bundle with a connection ∇ and γ : [a, b]→M be smooth curve. For
any vector v ∈ Eγ(a) there is a section σv ∈ Γ(γ∗(E)) such that σv(a) = v and ∇dtσ

v = 0. Moreover, the map

Eγ(a) → Γ(γ∗E), v 7→ σv

is a linear isomorphism.

Proof. As before, it is no loss of generality to assume the image of γ is contained in a coordinate chart
(x1, . . . , xm) : U → Rm with E|U being trivial. Let {sj} be a frame of E|U and Γkij the corresponding
Christoffel symbols. Suppose σ is a section of E along γ which is parallel and satisfies σ(a) = v. Then there
are smooth functions fj ∈ C∞([a, b]) so that σ =

∑
fj (sj ◦ γ). We argue that the fj ’s satisfy a linear ODE

as in Lemma 1.31 for some curve B. By (1.4), since ∇dtσ = 0,∑ dfj
dt

(t) sj(γ(t)) = −
∑

fj (∇γ̇(t)sj)(γ(t)).

We also have γ̇ =
∑
i(
d
dtγi)

∂
∂xi

, where γi := xi ◦ γ. Therefore

∇γ̇sj =
∑

γ̇i (∇ ∂
∂xi

sj) ◦ γ =
∑
i,j,k

γ̇i(Γkijsk) ◦ γ =
∑
k

(
∑
i

γ̇i (Γkij ◦ γ)) (sk ◦ γ)

We conclude that σ =
∑
fj (sj ◦ γ) is parallel if and only if

(1.6)
dfk
dt

(t) = −
∑
i,j

fj(t)γ̇i(t) Γkij(γ(t)).

That is, f = (f1, . . . , fk) satisfies the ODE (1.5) with

Bjk(t) =
∑
i

γ̇i(t)(Γkij(γ(t))

By Lemma 1.31 the system of linear equations (1.6) has a solution defined for all time t ∈ [a, b] which depends
linearly on the initial conditions. Therefore the desired parallel transport exists. �
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Parallel transport leads to one definition of geodesics.

Definition 1.33. Let ∇ be a connection on the tangent bundle TM → M of a manifold M . A curve
γ : [a, b]→M is a geodesic if its velocity field γ̇(t) is parallel:

(1.7)
∇
dt
γ̇ = 0.

Remark 1.34. It will be useful to know what (1.7) means in coordinates. Let (x1, . . . , xm) : U → Rm be a
coordinate chart on our manifold. Define γi = xi ◦ γ, γ̇i = d

dtγi and γ̈i = d
dt γ̇i. Then γ̇ =

∑
γ̇i

∂
∂xi

. Hence
the functions fk in (1.6) are γ̇ks. Therefore, in this case, (1.6) reads

(1.8) γ̈k = −
∑

γ̇iγ̇jΓkij(γ).

We conclude that a curve γ is a geodesic for a connection ∇ if and only if (1.8) holds in every coordinate
chart.

Exercise 1.1. Consider the manifold Rn. We have seen that DXY =
∑
X(Y i) ∂

∂xi
is a connection. Suppose

that γ : R→ Rn is a curve. Let D
dt denote the covariant derivative along γ induced by the connection D on

Rn. Show that
D

dt
γ̇ = γ̈ (=

d2γ

dt2
).

Conclude that the geodesics in Rn with respect to D are straight lines.

2. Riemannian geometry

2.1. Levi-Civita connection. We now specialize the discussion of connections and parallel transport to
the case of manifolds with a choice of an inner product on each tangent space.

Definition 2.1 (Riemannian metric). A Riemannian metric g on a manifold M assigns smoothly to each
point x ∈M a positive definite inner product gx on TxM .

A Riemannian manifold is a manifold M together with a choice of a Riemannian metric g. In other
words, it’s a pair (M, g).

Remark 2.2. An inner product h on a vector space V is a bilinear map h : V × V → R. Hence it is an
element of the tensor product V ∗ ⊗ V ∗. Therefore a Riemannian metric on a manifold M is nothing but
a smooth section of the bundle (T ∗M)⊗2 := T ∗M ⊗ T ∗M → M . (Not all sections of T ∗M⊗2 → M are
Riemannian metrics. For instance, the zero section is not. But all symmetric and positive definite sections
of T ∗M⊗2 →M are Riemannian metrics.)

Theorem 2.3. Any second countable manifold M has a Riemannian metric.

Proof. Let {φi = (x(i)
1 , . . . , x

(i)
m ) : Ui → Rm} be a countable collection of coordinate charts that cover M .

One each chart Ui define a metric g(i) =
∑
j dx

(i)
j ⊗ dx

(i)
j Let {ρi} be a partition of unity subordinate to this

cover. Define a section g of T ∗M ⊗ T ∗M →M by

g =
∑
i

ρig
(i).

Then g is a Riemannian metric. �

Fiber metrics. The notion of a Riemannian metric generalizes to arbitrary vector bundles.

Definition 2.4. A fiber metric on the vector bundle E → M assigns smoothly to each point x ∈ M a positive definite
symmetric bilinear form gx : Ex × Ex → R. In particular a fiber product is a section of E∗ ⊗ E∗ →M .

Proposition 2.5. Every vector bundle E →M over a paracompact manifold M has a fiber metric.

Proof. If {sα : U → E} is a local frame, then

gx(
X

aαsα(x),
X

bβsβ(x)) =
X

aαbβδαβ

is a fiber metric on E|U . Patch these local fiber metrics together using a partition of unity. �
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The next theorem is the fundamental theorem of Riemannian geometry. It says that for every Riemannian
manifold (M, g) there is a connection ∇ (which depends on the metric g) with two important properties.
Such connection is called the Levi-Civita connection.

Theorem 2.6 (existence and uniqueness of the Levi-Civita connection). On every Riemannian manifold
(M, g) there is a unique connection ∇ : Γ(TM)× Γ(TM)→ Γ(TM) which is
(1) Torsion-free : ∇XY −∇YX = [X,Y ] for all X,Y ∈ Γ(TM)
(2) metric (i.e. compatible with g) : X(g(Y, Z)) = g(∇XY,Z) + g(Y,∇XZ) for all X,Y, Z ∈ Γ(TM).

Proof. (Uniqueness) The proof is a trick. Suppose that ∇ exists. Then for any X,Y, Z ∈ Γ(TM),

X g(Y, Z) =g(∇XY,Z) + g(Y,∇XZ)

Y g(Z,X) =g(∇Y Z,X) + g(Z,∇YX)

−Z g(X,Y ) =− g(∇ZX,Y )− g(X,∇ZY )

since the connection is compatible with the metric. Adding up the three equations and using the fact that
the connection is torsion free, we get
X g(Y, Z) + Y g(Z,X)− Z g(X,Y ) =g(∇XY, Z) + g(∇YX,Z) + g(Y,∇XZ −∇ZX) + g(X,∇Y Z −∇ZY )

=g(∇XY,Z) + g(∇XY − [X,Y ], Z) + g(Y, [X,Z]) + g(X, [Y,Z])

=2g(∇XY, Z)− g([X,Y ], Z) + g(Y, [X,Z]) + g(X, [Y,Z])

Thus, we have

(2.1) 2g(∇XY, Z) = X(g(Y, Z)) + Y (g(Z,X))− Z(g(X,Y )) + g([X,Y ], Z)− g(Y, [X,Z])− g(X, [Y,Z]).

Since Z is arbitrary and g is nondegenerate, the formula above uniquely determines ∇XY . This proves
uniqueness of a Levi-Civita connection.

It remains to prove existence. The proof is very simple, if one is willing to skip all the details. Define
an R-trilinear map

Γ(TM)× Γ(TM)× Γ(TM)→ C∞(M)
by sending a triple of vector fields (X,Y, Z) to 1/2 of the right hand side of (2.1). Since g is nondegenerate
this defines an R-bilinear map

Γ(TM)× Γ(TM)→ Γ(TM), (X,Y ) 7→ “∇”XY.

It remains to verify that “∇” so defined is a connection, and that it is metric and torsion-free. These minor
details are traditionally left to the reader. We will provide a different and more detailed proof below after a
brief detour. �

Equation (2.1) has the following interesting consequence:

Lemma 2.7. The Christoffel symbols of the Levi-Civita connection depend only on the metric and its first
partials.

Proof. Given a coordinate chart (x1, . . . , xm) : U → Rm on M , the Christoffel symbols Γkij of the Levi-Civita
connection ∇ are defined by

∇∂i∂j =
∑
k

Γkij∂k,

where ∂i = ∂
∂xi

. Plugging X = ∂i, Y = ∂j and Z = ∂k into (2.1) we get

2g(∇∂i∂j , ∂k) = ∂i(g(∂j , ∂k)) + ∂j(g(∂j , ∂i))− ∂k(g(∂i, ∂j))

since [∂i, ∂j ] = [∂j , ∂k] = [∂i, ∂k] = 0. Writing gij = g(∂i, ∂j) etc., we obtain

(2.2) 2
∑
l

Γlijglk = ∂igjk + ∂jgji − ∂kgij .

Since g is a metric, the matrix (gij) is nondegenerate. Let (grs) denote its inverse, so that∑
s

grsgsk = δrk.
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Multiplying both sides of (2.2) by gsk and summing over k we get∑
l

δslΓlij =
1
2

∑
k

gsk (∂igjk + ∂jgji − ∂kgij) ,

and simplifying

(2.3) Γsij =
1
2

∑
k

gsk (∂igjk + ∂jgji − ∂kgij) .

This proves that the Christoffel symbols depend only on the metric and its first order partials. �

Proof of Theorem 2.6 continued. It remains to (re)prove the existence of the Levi-Civita connection. By
uniqueness, it is enough to construct a Levi-Civita connection ∇ in each coordinate chart. For then by
uniqueness, these coordinate chart connections patch together into a Levi-Civita connection on the whole
manifold M . We have shown that if the Levi-Civita connection exists then its Christoffel symbols have to
be given by (2.3). Therefore on a chart (x1, . . . , xm) : U → Rm we define a connection ∇ by

∇Xi∂iYj∂j = Xi(∂iYj)∂j +XiYjΓkij∂k

with Christoffel symbols Γkij given by (2.3). In the equation above we finally resorted to the Einstein
summation convention: we sum on repeated indices and omit the symbol

∑
. We now check that ∇ is a

Levi-Civita connection.
Since Γkij = Γkji (c.f. (2.3)),

∇∂i∂j −∇∂j∂i = Γkij∂k − Γkji∂k = 0.

Thus, for two vector fields X = Xi∂i and Y = Yj∂j , we have

∇XY −∇YX = ∇Xi∂i(Yjpj)−∇Yjpj (Xi∂i)
= Xi(∂iYj)∂j +XiYj∇∂i∂j − Yj(∂jXi)∂i − YjXi∇∂j∂i
= Xi(∂iYj)∂j − Yj(∂jXi)∂i
= [Xi∂i, Yj∂j ].

Thus, ∇ is torsion-free. Compatibility with g is a somewhat longer computation. First, note that

g(∇∂i∂j , ∂k) + g(∂j ,∇∂i∂k) = g(Γlij∂l, ∂k) + g(∂j ,Γmik∂m)

= Γlijglk + Γmikgjm
= ∂igjk,

where the last equality follows from (2.3). Thus, we have for vector fields X = Xi∂i,Y = Yj∂j and Z = Zk∂k,

(Xj∂j)g(Yi∂i, Zk∂k) = Xj∂j(YiZkgik)
= Xj(∂jYi)Zkgik +XjYi(∂jZk)gik +XiYjZk(∂jgik)
= g(Xj(∂jYi)∂i, Zk∂k) + g(Yi∂i, Xj(∂jZk)∂k)

+XjYiZk(g(∇∂j∂i, ∂k) + g(∂i,∇∂j∂k))
= g((Xj∂j)Yi∂i, Zk∂k) + g(Yi∇Xj∂j∂i, Zk∂k)

+g(Yi∂i, (Xj∂j)Zk∂k) + g(Yi∂i, Zk∇Xj∂j∂k)
= g(∇Xj∂j (Yi∂i), Zk∂k) + g(Yi∂i,∇Xj∂j (Zk∂k)).

That is, the connection ∇ is compatible with the metric g. Therefore the connection with Christoffel symbols
defined by (2.3) is a Levi-Civita connection. This finishes the proof of existence and uniqueness of the Levi-
Civita connection. �

Example 2.8. Consider the manifold Rn. We have seen that DXY =
∑
X(Yi) ∂

∂xi
is a connection. An easy

computation shows D is the Levi-Civita connection on Rn with respect to the standard inner product on
Rn.

We end this section with a brief discussion of the geometric meaning of a connection being metric.
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Definition 2.9. Let E →M be a vector bundle with a fiber metric g. A connection ∇ on E is metric if

X(g(s, s′)) = g(∇Xs, s′) + g(s,∇Xs′)

for all vector fields X and sections s, s′ ∈ Γ(E).

Definition 2.10. Let V1, V2 be two vector spaces with inner products g1, g2 respectively. A linear map
A : V1 → V2 is an isometry if

g2(Av,Aw) = g1(v, w)

for all v, w ∈ V1.

Lemma 2.11. If a connection ∇ is metric then the associated parallel transport is an isometry.

Proof. We will only prove the lemma for embedded curves and leave the general case as an exercise. If
γ : [a, b] → M is an embedded curve, then locally any section σ : [a, b] → E is of the form s ◦ γ. Let
v, w ∈ Eγ(a) be two vectors and σv, σw : [a, b] → E two parallel sections with σv(a) = a and σw(a) = w.
We want to prove that the function t 7→ gγ(t)(σv(t), σw(t)) is constant. For this it’s enough to prove that its
derivative is zero for all t. This condition is local in t, so we may assume, by above remark, that σv = sv ◦ γ
and σw = sw ◦ γ for some (local) sections sv, sw of E. Then

gγ(t)(σv(t), σw(t)) = [g(sv, sw)](γ(t)).

Hence
d

dt

∣∣∣∣
t

gγ(t)(σv(t), σw(t)) =γ̇(g(sv, sw))

= g(∇γ̇sv, sw) + g(sv,∇γ̇sw)

= g(0, sw) + g(sv, 0) = 0.

�

2.2. Connections induced on submanifolds. Let (M, g) be a Riemannian manifold and N ↪→ M an
embedded submanifold (think of a surface in R3). We’ll see that the embedding induces a Levi-Civita
connection on N in two ways that turn out to be equivalent. It will also turn out that for surfaces in R3 the
curvature of the induced connection is intimately related to Gauss curvature.

Suppose f : N →M is a map of manifolds. Then we can use f to pull back a metric g on M to a positive
semi-definite symmetric bilinear form on N :

(f∗g)x(v, w) = gf(x)(dfxv, dfxw)

for all x ∈ N , v, w ∈ TxN . Moreover, if dfx is injective then (f∗g)x is non-degenerate. Therefore if f : N →M
is an immersion then gN := f∗g is a metric on N . The metric gN defines a Levi-Civita connection ∇N on
N .

Suppose now that f : N ↪→ M is an embedding. Then there is another way to induce a connection on N
from a connection M . First of all, for all point x ∈ N the tangent space TxM splits as an orthogonal direct
sum with respect to gx:

TxM = TxN ⊕ (TxN)⊥.

Hence there is an orthogonal projection
Πx : TxM → TxN.

Globally ν := tx(TxN)⊥ is a vector bundle, the normal bundle of the embedding of N into M . Hence
globally the first equation says that the restriction TM |N is a direct sum of two bundles:

TM |N = TN ⊕ ν

and the second equation says that we have a bundle map

Π : TM |N → TN.

Here is how one can see that Πx depends smoothly on x: Choose coordinates φ = (x1, . . . , xn, . . . , xm) : U → Rm on M near a point
x ∈ N that are adapted to N . That is, φ(N ∩ U) = φ(U) ∩ {xn+1 = 0, . . . , xm = 0}. Apply Gram-Schmidt to the basis vectors

{ ∂
∂x1

, . . . , ∂
∂xn

, . . . , ∂
∂xm
} to obtain an orthonormal frame {e1(x), . . . , en(x), . . . , em(x)} on TU . Remember that every tangent space
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TxM has an inner product gx that depends smoothly on x. The Gram-Schmidt is smooth in the inner product. Define the projection
Π by

Πx(v) =
nX
i=1

gx(v, ei(x))ei(x)

Definition 2.12. Let N ⊂ M be an embedded submanifold. A vector field X̃ ∈ Γ(TM) is an extension of
a vector field X ∈ Γ(TN) if

Xx = X̃x

for all x ∈ N . We will also say that X̃ is tangent to N .

Lemma 2.13. Let N ⊂M be an embedded submanifold and X ∈ Γ(TN) a vector field. Then for any x ∈ N
there is a neighborhood U ⊂M and an extension X̃ ∈ Γ(TM |U ) of X|N∩U .

Proof. Let (x1, . . . , xn, . . . , xm) : U → Rm be coordinates on M adapted to N . Then X =
∑n
i=1Xi

∂
∂xi

, with
Xi being smooth functions on U ∩N . Extend Xi to all of U by making them constant in xn+1, . . . , xm. This
extends X to all of U . �

Lemma 2.14. Let N ⊂ M be an embedded submanifold, X,Y ∈ Γ(TN) be two vector fields and X̃, Ỹ ∈
Γ(TM) their extensions. Then their Lie bracket [X̃, Ỹ ] is tangent to N , hence is an extension of [X,Y ].

Proof. We give two proofs. The first is computational. In coordinates (x1, . . . , xn, . . . , xm) on M adapted
to N , X̃ =

∑m
i=1 X̃i

∂
∂xi

with X̃i(x) = 0 for i > n for all x ∈ N . Similarly Ỹ =
∑m
i=1 Ỹi

∂
∂xi

with Ỹi(x) = 0
for i > n for all x ∈ N . Since

[X̃, Ỹ ] =
∑
i,j

X̃i
∂Ỹj
∂xi

∂

∂xj
−
∑
i,j

Ỹj
∂X̃i

∂xj

∂

∂xi

for i > n the coefficient in front of ∂
∂xi

vanishes at the points of N .

Here is a geometric proof. If X̃ is tangent to N , its flow φt preserves N (maps it into itself). Hence its
differential dφt maps vectors tangent to N to vectors tangent to N . But Ỹ is tangent to N . Hence for any
x ∈ N

(d(φ−t)Ỹ )x ∈ TxN
for all t. Differentiating with respect to t we get

[X̃, Ỹ ]x ∈ TxN.

�

We now define a connection ∇̄ on a manifold N induced by its embedding into a Riemannian manifold
(M, g) by

∇̄XY (x) := Πx(∇X̃ Ỹ (x)),

where x ∈ N is a point, X,Y ∈ Γ(TN) are two vector fields, X̃, Ỹ their (local) extensions to M , Πx : TxM →
TxN is the orthogonal projection and ∇ is the Levi-Civita connection on (M, g).

We need to make sure that ∇̄ is well-defined, that is, that ∇̄XY (x) does not depend on the choice of the
local extensions X̃, Ỹ . By Corollary 1.10.2 ∇X̃ Ỹ (x) depends only on X̃x = Xx and the values of Ỹ along
the integral curve of X̃ through x. Therefore ∇X̃ Ỹ (x) depends only on Xx and the values of Y along the
integral curve of X through x. Hence ∇̄ is well-defined. Moreover, ∇̄XY is clearly tensorial in the X slot.
To see that it is a connection, let f ∈ C∞(N) be a function and f̃ its (local) extension to M . Then, at the
points of N ,

∇̄X(fY ) = Π(∇X̃(f̃ Ỹ ) = Π((X̃f̃)Ỹ + f̃∇X̃ Ỹ )

= (X̃f̃)Π(Ỹ ) + f̃Π(∇X̃ Ỹ ) = (Xf)Y + f∇̄XY.

We conclude that the induced connection ∇̄ is indeed a connection.
12



Remark 2.15. The projection Π is really necessary in the definition of the induced connection. This is
because even if vector fields X̃ and Ỹ are tangent to a submanifold N there is no reason for their covariant
derivative ∇X̃ Ỹ to be tangent to N . Here is an example:

Let W = Z = x2
∂
∂x1
− x1

∂
∂x2

, two vector fields on M = R2. Let D denote the Levi-Civita connection on
R2 for the standard metric dx⊗ dx+ dy ⊗ dy. Then

DWZ = (Wx2)
∂

∂x1
+ (W (−x1))

∂

∂x2
= −x1

∂

∂x1
− x2

∂

∂x2
.

Let N = S1. Then W and Z are tangent to N , hence are extensions of a vector field on N . But DWZ is
orthogonal to S1.

Lemma 2.16. Let (M, g) be a Riemannian manifold and i : N ↪→ M an embedded submanifold. Then the
connection ∇̄ induced on N by the Levi-Civita connection ∇ on M is the Levi-Civita connection for the
pullback metric gN := i∗g.

Proof. It is enough to check that
(1) ∇̄ is torsion-free and that
(2) ∇̄ is metric.

For all X,Y ∈ Γ(TN) and their local extensions X̃, Ỹ ∈ Γ(TM)

∇̄XY − ∇̄YX = Π(∇X̃ Ỹ −∇Ỹ X̃) = Π([X̃, Ỹ ]) = Π([X,Y ]) = [X,Y ].

To show that ∇̄ is metric we need to check that

Z(gN (X,Y )) = gN (∇̄ZX,Y ) + gN (X, ∇̄ZY )

for any vector fields X,Y, Z on N . At any point of N ,

Z(gN (X,Y )) = Z̃(g(X̃, Ỹ ))

= g(∇Z̃X̃, Ỹ ) + g(X̃,∇Z̃ Ỹ )

= g(∇̄ZX + (∇Z̃X̃ − ∇̄ZX), Y ) + g(X, ∇̄ZY + (∇Z̃ Ỹ − ∇̄ZY ))

= g(∇̄ZX,Y ) + g(X, ∇̄ZY ).

since ∇Z̃ Ỹ − ∇̄ZY and ∇Z̃X̃ − ∇̄ZX are perpendicular to N . �

2.3. The second fundamental form of an embedding. As before let N ↪→ M be an embedded sub-
manifold of a Riemannian manifold (M, g). We want to understand how much N curves in M . We define a
tensor, the second fundamental form IIx : TxN × TxN → (TxN)⊥ to measure the extrinsic geometry of N
in M . We first define

II : Γ(TN)× Γ(TN)→ Γ(TN⊥)
by

II(X,Y ) = ∇X̃ Ỹ − ∇̄XY,
where, as before, ∇ is the Levi-Civita connection on M , ∇̄ is the induced Levi-Civita connection on N ,
X̃, Ỹ ∈ Γ(TM) are local extensions of the vector fields X,Y ∈ Γ(TN).

Proposition 2.17. The map II defined above is symmetric and tensorial.

Proof. We first argue that II is symmetric.

II(X,Y )− II(Y,X) = (∇X̃ Ỹ − ∇̄XY )− (∇Ỹ X̃ − ∇̄YX)

= (∇X̃ Ỹ −∇Ỹ X̃)− (∇̄XY − ∇̄YX)

= [X̃, Ỹ ]− [X,Y ] = 0.

Next we argue that II is tensorial in the first slot. Let f̃ be a local extension of a function f on N . Then at
the points of N ,

II(fX, Y ) = ∇f̃X̃ Ỹ − ∇̄fXY = f̃∇X̃ Ỹ − f∇̄XY = f II(X,Y ).
�
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It follows that for all points x ∈ N there is a symmetric bilinear map

IIx : TxN × TxN → (TxN)⊥.

Remark 2.18. In classical terminology the first fundamental form of an embedding is the induced metric.

Next suppose that the embedded submanifold N is a hypersurface, that is, that dimM−dimN = 1. Then
the normal bundle TN⊥ has 1-dimensional fibers hence, locally, a frame on TN⊥ is defined by one nowhere
zero vector field. By rescaling, if necessary, we may assume that this vector n field has length 1 everywhere:

gx(nx, nx) = 1

for all points x ∈ N . We furthermore make an extra assumption that unit vector field n normal to N is
defined on all of N . That is, N is orientable inside M . This is true for the sphere embedded in R3 but false
for the central circle of the Möbius band inside the band. If N ⊂ M has a globally defined unit normal n,
we can write

IIx(v, w) = hx(v, w)nx
for a symmetric bilinear map hx : TxN × TxN → R. Unwinding the definitions we see that for any vector
fields X,Y on N

h(X,Y ) = g(∇X̃ Ỹ , n).

We will refer to h ∈ Γ(TN∗ ⊗ TN∗) also as the second fundamental form. The second fundamental form h
allows us to relate the curvature tensor R of the Levi-Civita connection on M , the Riemann curvature of
M , and the curvature R̄ of the induced connection on N :

Theorem 2.19. Let N ↪→M be an embedded orientable hypersurface of a Riemannian manifold (M, g). Let
h ∈ Γ(T ∗N⊗2) be the second fundamental form of the embedding. Then for any vector fields X,Y, Z,W ∈ TN

(2.4) g(R(X,Y )Z,W ) = gN (R̄(X,Y )Z,W )− h(Y,Z)h(X,W ) + h(X,Z)h(Y,W ),

where R is the Riemann curvature tensor of M and R̄ is the induced Riemann curvature tensor of N .

We prove an easy lemma before tackling the computations involved in the proof of the theorem.

Lemma 2.20. Let (M, g), ∇, N , n and h be as above. Then

h(X,W ) = −g(∇Xn,W ).

for any vector fields X,W ∈ Γ(TN) (here we didn’t bother with putting tildes on the extensions).

Proof. The function g(n,W ) is identically 0 on N . Hence

0 = X(g(n,W )) = g(∇Xn,W ) + g(n,∇XW )

since ∇ is a metric connection. �

Proof of Theorem 2.19. Recall that

R(X,Y )Z = ∇X(∇Y Z)−∇Y (∇XZ)−∇[X,Y ]Z.

∇X(∇Y Z) = ∇X(∇̄Y Z + h(Y,Z)n)

= ∇̄X(∇̄Y Z) + h(X, ∇̄Y Z)n+ (Xh(Y,Z))n+ h(Y,Z)∇̄Xn.
Hence

(2.5) g(∇X(∇Y Z),W ) = g(∇̄X(∇̄Y Z),W ) + h(Y,Z)g(∇̄Xn,W ) = g(∇̄X(∇̄Y Z),W )− h(Y,Z)h(X,W ).

Similarly,

(2.6) g(∇Y (∇XZ),W ) = g(∇̄Y (∇̄XZ),W )− h(X,Z)h(Y,W ),

while

(2.7) g(∇[X,Y ]Z,W ) = g(∇̄[X,Y ]Z,W ).

Subtracting (2.6) and (2.7) from (2.5) we get (2.4). �
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Let us see what the theorem tells us about the curvature of oriented surfaces in R3. If N ⊂ R3 is an
oriented embedded manifold, then the unit normal field n assigns to every point in N a unit vector in R3.
Hence we can think of n as a map to the unit sphere,

n : N → S2.

This is the Gauss map. Since TxN and TnxS
2 are two planes perpendicular to the same vector nx, they are

the same two plane in R3. Therefore we may think of the differential dnx of the Gauss map as a map

dnx : TxN → TxN.

Definition 2.21. The Gauss curvature κ of an oriented surface N in R3 is the determinant of the differential
of the Gauss map:

κ(x) = det dnx.

We compute a few examples of Gauss curvature by brute force.

Example 2.22. Consider
N = {(x1, x2, x3) ∈ R3 | x3 = 0},

a plane. The normal vector field n(x) is constant, and so the Gauss curvature κ(x) is 0.

Example 2.23. Now let N be a round cylinder:

N = {(x1, x2, x3) ∈ R3 | x2
2 + x2

3 = R2},

Here the unit normal n(x) is constant in the x1 direction. Hence, dnx(e1) = 0, and so the Gauss curvature
is again zero.

Example 2.24. Let N be the standard round sphere of radius R:

N = {(x1, x2, x3) : x2
1 + x2

2 + x2
3 = R2}.

Then the normal vector field n is given by n(x) = 1
Rx, hence

dn =
1
R
· id.

Therefore

κ(x) =
1
R2

.

Note that the Gauss curvature is constant and positive. Also, the bigger the radius of the sphere the smaller
the Gauss curvature. This makes sense since the sphere gets flatter as its radius increases.

In general one computes the Gauss curvature from the first and second fundamental form.Once again we
denote the Levi-Civita connection on R3 by D. Then for any vector v and vector field Y : R3 → R3

DvY = dY (v).

Hence for any two vector fields X,Y on a surface N ,

(2.8) hx(Xx, Yx) = −gx((DXn)(x), Yx) = −gx(dnx(Xx), Yx).

In particular the differential of the Gauss map is completely determined by the induced metric and the
second fundamental form. We will see shortly that the Gauss curvature depends only on the metric g and
its first and second partials. But first we extract Gauss curvature from the above equation.

Lemma 2.25. Let g be a positive definite inner product on a vector space V , h : V × V → R a symmetric
bilinear map and S : V → V the linear map uniquely defined by

h(v, w) = g(Sv,w).

Let {ei} be a basis of V . Then
det(h(ei, ej)) = det(g(ei, ej)) detS.
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Proof. The matrix (ski) of S with respect to the basis {ei} is defined by

Sei =
∑
k

skiek.

Therefore
h(ei, ej) = g(Sei, ej) = g(

∑
k

skiek, ej) =
∑
k

skig(ek, ej).

Therefore the matrix (h(ei, ej)) is the product of matrices (ski) and (g(ej , ek)) = (g(ek, ej)). Thus

det(h(ei, ej)) = det(g(ej , ek)) det(ski).

�

Together Lemma 2.25 above and (2.8) tell us how to compute the Gauss curvature: pick a basis {e1, e2}
of the tangent space TxN . Then

κ(x) =
det(h(ei, ej))
det(g(ei, ej))

.

In particular, if the basis {e1, e2} is orthonormal with respect to the induced metric g,

κ(x) = det(h(ei, ej)).

We are now ready to prove Gauss’ theorema egregium (“remarkable theorem”) from 1828!

Theorem 2.26. Let N ↪→ R3 be an oriented embedded surface. Let R̄ denote the Riemann curvature on N .
Then the Gauss curvature κ is given by

κ(x) = −gNx (R̄x(e1, e2)e1, e2)

where {e1, e2} is a basis of TxN orthonormal with respect to the induced metric gN .
Hence the Gauss metric depends only on the induced metric and its first and second partials and not on

the embedding.

Proof. The Riemann curvature of the standard Levi-Civita connection D on R3 is 0. Hence, by Theorem 2.19

gNx (R̄x(e1, e2)e1, e2) = hx(e2, e1)hx(e1, e2)− hx(e1, e1)hx(e1, e1) = −det(hx(ei, ej)) = −κ(x).

The curvature of a connection depends on the Christoffel symbols and their first partials. The Christoffel
symbols of a Levi-Civita connection are functions of the metric and its first partials. �

Exercise 2.1. Let f(x, y) be a smooth function on R2 and N its graph in R3:

N = {(x, y, f(x, y)) | (x, y) ∈ R2}
Show that the Gauss curvature κ is given by

κ =
fxxfyy − f2

xy

(1 + f2
x + f2

y )2

where fxy = ∂2f
∂x∂y and so on.

3. Geodesics as critical points of the energy functional

This section is a brief excursion into the calculus of variations. The basic setup is this. Let M be a
manifold. Consider the set of all maps P from a fixed interval [a, b] to M with fixed end points:

P = P([a, b], q1, q2) = {γ : [a, b]→M | γ(a) = q1, γ(b) = q2},
where q1, q2 ∈ M are two points. Every path γ ∈ P gives rise to a path γ̇ : [a, b] → TM . Therefore, a
smooth function L : TM → R on the tangent bundle of M (a “Lagrangian”) defines a map (“action”)

A : P → R, A(γ) =
∫ b

a

L(γ̇(t)) dt.

For example, if g is a Riemannian metric on a manifold M then

L(x, v) =
1
2
gx(v, v) x ∈M, v ∈ TxM

16



is a Lagrangian and the corresponding action

AL(γ) =
∫ b

a

1
2
gγ(t)(γ̇(t), γ̇(t)) dt

is the “energy” of the path. The term “energy” comes from the fact that for a particle of mass m moving in
R3 the quantity 1

2m(v2
1 + v2

1 + v2
3) = 1

2m||v||
2 is the kinetic energy.

We want to make sense of a path γ ∈ P being critical for a an action AL : P → R. This is a bit delicate
since we have been careless with the topology on P and since P is infinite dimensional. The cheapest way to
do it is by analogy with a finite dimensional case: a point is critical for a function f if and only if for every
path σ(s) through the point, we have d

ds

∣∣∣
s=0

f(σ(s)) = 0. Now, a path in the space P through γ0 ∈ P is a

family of curves γs with γs|s=0 = γ0, where s varies in some open interval (−ε, ε). We say that γs depends
smoothly on s if the map

(−ε, ε)× [a, b]→M, (s, t) 7→ γs(t)

is smooth.

Definition 3.1. Let P = P([a, b], q1, q2) be a space of paths in a manifold M and L : TM → R a Lagrangian.
A path γ0 ∈ P is L-critical if for any family γs of paths through γ0 we have

d

ds

∣∣∣
s=0

(AL(γs)) = 0,

where AL is the associated action.

A connection between variational problems and Riemannian geometry is provided by the following theorem.

Theorem 3.2. Let (M, g) be a Riemannian manifold and L(x, v) = 1
2gx(v, v) the associated Lagrangian. A

path γ is L-critical if and only if γ is a geodesic of the Levi-Civita connection.

We will first prove the theorem above locally, when the image of the path is contained in a coordinate
chart. We will then show that any L-critical path is a geodesic. We will not have time to prove the converse.
We start by examining what critical paths for an arbitrary Lagrangian look like locally.

Theorem 3.3. Let L : Rm×Rm → R, (x, v) 7→ L(x, v) be a Lagrangian. A path γ0(t) = (γ0
1(t), . . . , γ0

m(t)) :
[a, b]→ Rm is L-critical if and only if it satisfies the Euler-Lagrange equations:

(3.1)
d

dt

(
∂L

∂vi
(γ(t), γ̇(t))

)
− ∂L

∂xi
(γ(t), γ̇(t)) = 0, 1 ≤ i ≤ m.

Proof. Let γs(t) = γ(s, t) = (γ1(s, t), . . . , γm(s, t)) be a variation of γ0. Then γ(0, t) = γ0(t) for all t, and
γ(s, a) = γ0(a), γ(s, b) = γ0(b) for all s. Hence

h(t) :=
∂

∂s

∣∣∣
s=0

γ(s, t) : [a, b]→ Rm

has to vanish at t = a and at t = b. It’s important that there are no other restrictions on h: given an
arbitrary curve h : [a, b]→ Rm which vanishes at the endpoints,

γ(s, t) := γ0(t) + sh(t)

is a variation of γ0. Note further that γ̇s(t) = ∂
∂t

∣∣∣
t
γ(s, t) and consequently

∂

∂s

∣∣∣
s=0

γ̇s(t) =
∂2γ

∂s∂t

∣∣∣
(0,t)

=
d

dt

∣∣∣
t
(
∂

∂s

∣∣∣
s=0

γ(s, t) = ḣ(t).
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Since γ0 is L-critical,

0 =
d

ds

∣∣∣
s=0

∫ b

a

L(γ(t, s), γ̇(t, s)) dt

=
∫ b

a

∂

∂s

∣∣∣
s=0

L(γ(t, s), γ̇(t, s)) dt

=
∫ b

a

∑
i

(
∂L

∂xi
(γ0, γ̇0)

∂γi
∂s

∣∣∣
s=0

+
∂L

∂vi
(γ0, γ̇0)

∂γ̇i
∂s

∣∣∣
s=0

)
dt

=
∑
i

∫ b

a

(
∂L

∂xi
(γ0, γ̇0)hi +

∂L

∂vi
(γ0, γ̇0)ḣi) dt.

Integration by parts gives∫ b

a

∂L

∂vi
(γ0, γ̇0)ḣi dt =

∂L

∂vi
(γ0, γ̇0)hi

∣∣∣b
a
−
∫ b

a

d

dt

(
∂L

∂vi
(γ0(t), γ̇0(t))

)
hi(t) dt.

Therefore

0 =
∑
i

∫ b

a

(
∂L

∂xi
(γ0, γ̇0)− d

dt

(
∂L

∂vi
(γ0(t), γ̇0(t))

))
hi(t) dt.

Since hi(t) are arbitrary, the equation above forces (3.1): see Lemma 3.4 below.
Running the computations backwards we see that if γ0 satisfies the Euler-Lagrange equations then γ0 is

L-critical. �

Lemma 3.4. If f ∈ C∞([a, b]) is a smooth function and if for any h ∈ C∞([a, b]) with h(a) = h(b) = 0 we
have

∫ b
a
f(t)h(t) dt = 0, then f(t) ≡ 0.

Proof. Exercise. �

Proposition 3.5. Let g be a metric on Rm and L(x, v) = 1
2gx(v, v) the associated Lagrangian. Then γ is

L-critical if and only if it is a geodesic for the Levi-Civita connection defined by the metric g.

Proof. We have
2L(x, v) =

∑
k,l

gkl(x) vkvl.

Therefore, for each index i,

2
∂L

∂xi
=
∑
k,l

∂gkl
∂xi

vkvl

and
2
∂L

∂vi
=
∑
k,l

(gilvl + gkivk).

The Euler-Lagrange equations in this case then are∑
k,l

∂gkl
∂xi

γ̇kγ̇l =
d

dt

∑
k,l

(gilγ̇l + gkiγ̇k)

 .

Differentiating and gathering γ̈s terms on one side, we get:

(3.2)
∑
s

gisγ̈s = −1
2

∑
k,l

(∂gki
∂xl

+
∂gil
∂xk
− ∂gkl
∂xi

)
γ̇lγ̇k.

Here we used the fact that γis = γsi; this is where the 1
2 comes from. As before we denote the entries of the

inverse of the matrix (gαβ) by gαβ so that
∑
β g

αβgβγ = δαγ . Therefore if we multiply both sides of (3.2) by
gji and sum on i we get

γ̈j = −1
2

∑
i,k,l

gji
(∂gki
∂xl

+
∂gil
∂xk
− ∂gkl
∂xi

)
γ̇lγ̇k = −

∑
k,l

Γjklγ̇kγ̇l,
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where Γikl are the Christoffel symbols for the Levi-Civita connection (cf. (2.3)). We now see that this is the
geodesic equation. Thus, L-critical curves are geodesics and vice versa. �

The result for Lagrangians on Rn, Theorem 3.3, and the corresponding result for geodesics, Proposition 3.5,
generalize to the manifold setting. To be precise, recall that if (x1, . . . , xn) : U → Rm is a coordinate chart
on a manifold M , then it defines an associated coordinate chart (x1, . . . , xm, v1, . . . , vm) : TU → Rm × Rm
on the tangent bundle of M . Namely, if q ∈ U is a point and w ∈ TqU = TqM is a vector, then there are
unique numbers v1 = v1(w), . . . , vm = vm(w) so that

w =
∑
i

vi(w)
∂

∂xi

∣∣∣
q
,

since
{

∂
∂xi

∣∣∣
q

}
is a basis of TqM . Of course, vi(w) = (dxi)q(w).

Proposition 3.6. Let M be a manifold and L : TM → R a Lagrangian. If a path γ0 : [a, b] → M lies
entirely inside a coordinate chart (x1, . . . , xn) : U → Rm (i.e., γ([a, b]) ⊂ U), then

(γ0
1(t), . . . , γ0

m(t), γ̇0
1(t), . . . , γ̇0

m(t)) := (x1 ◦ γ0(t), . . . , xm ◦ γ0(t), v1 ◦ γ̇0(t), . . . , vm ◦ γ̇0(t))

satisfies the Euler-Lagrange equations. Here, as above, (x1, . . . , xm, v1, . . . , vm) : TU → Rm × Rm is the
coordinate chart on the tangent bundle TM associated with the chart (x1, . . . , xn) : U → Rm on the manifold
M .

Proof. The only possible concern is that the image of a variation γs of our curve γ0 lies outside the domain
U of our coordinate chart. But we only care about γs for s small, and for small values of the parameter s
the variation γs(t) is close to γ0(t), hence lies in U . �

From Propositions 3.5 and 3.6 we deduce:

Corollary 3.6.1. Let M be a manifold with a Lagrangian L. A path γ0 : [a, b]→M lying inside a coordinate
chart on M is a geodesic for a Riemannian metric g if and only if γ0 is critical for the energy Lagrangian
L(x, v) = 1

2gx(v, v).

What about L-critical paths whose images cannot be covered by a single coordinate chart? Suppose γ :
[a, b]→M is L-critical and for some time t0 the point γ(t0) lies in a coordinate chart (x1, . . . , xm) : U → Rm.
Then γ([a′, b′]) ⊂ U for some subinterval [a′, b′] ⊂ [a, b] containing t0. Any variation of γ|[a′,b′] is a variation
of γ. Hence γ|[a′,b′] is also L-critical. Therefore it satisfies Euler-Lagrange equations in the chart U . In
particular, if γ is critical for the energy Lagrangian, then γ is a geodesic in every coordinate chart, hence a
geodesic. This proves one global direction of Theorem 3.2, as promised.

The converse is true as well, but this requires a coordinate-free description of L-critical curves which we
don’t have time for.
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