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Abstract

We present a detailed proof of the existence-theorem for noncommutative spectral sections

(see the noncommutative spectral flow, unpublished preprint, 1997). We apply this result to

various index-theoretic situations, extending to the noncommutative context results of Booss–

Wojciechowski, Melrose–Piazza and Dai–Zhang. In particular, we prove a variational

formula, in K
*
ðCn

r ðGÞÞ; for the index classes associated to 1-parameter family of Dirac

operators on a G-covering with boundary; this formula involves a noncommutative spectral

flow for the boundary family. Next, we establish an additivity result, in K
*
ðCn

r ðGÞÞ; for the
index class defined by a Dirac-type operator associated to a closed manifold M and a map

r : M-BG when we assume that M is the union along a hypersurface F of two manifolds with

boundary M ¼ Mþ ,F M�: Finally, we prove a defect formula for the signature-index classes

of two cut-and-paste equivalent pairs ðM1; r1 : M1-BGÞ and ðM2; r2 : M2-BGÞ; where

M1 ¼ Mþ ,ðF ;f1Þ M�; M2 ¼ Mþ ,ðF ;f2Þ M�

and fjADiffðFÞ: The formula involves the noncommutative spectral flow of a suitable 1-

parameter family of twisted signature operators on F : We give applications to the problem of

cut-and-paste invariance of Novikov’s higher signatures on closed oriented manifolds.
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1. Introduction and main results

The Connes–Moscovici higher index theorem on Galois coverings [6] can be seen
as a family-index theorem but with a noncommutative parameter space given by the

reduced Cn-algebra of the covering group [5]. It is natural to ask to what extent
results established for families of Dirac operators parametrized by a topological
space X can be carried over to such a noncommutative context. The past 20 years of
noncommutative geometry show that such generalizations have, besides their own
beauty, deep and interesting geometric applications. See Alain Connes’ book [5] for a
wide and fascinating treatment of many of these generalizations.
We consider the following results in family-index theory:

* on a closed manifold N; the existence of spectral section for a family of Dirac
operators with trivial index class [25,26];

* on a manifold with boundary M; the definition of the Atiyah–Patodi–Singer index
class and of the b-index class associated to the choice of a spectral section for the
boundary family [25,26];

* the equality of these two index classes [25,26];
* the relative index theorem, giving a formula for the difference of two index classes

associated to two different choices of spectral sections [25,26];
* on a closed manifold N ¼ Mþ ,F M�; union along a hypersurface F of two

manifolds with boundary, the splitting formula for the index class associated to a
family of Dirac operators [7];

* the notion of higher spectral flow and its relationships with family index
theory [8].

For an informal presentation of some of these results we refer the reader to the
surveys [23,28]. We shall also consider the following result in ordinary (i.e. numerical)
index theory:

* Let M1 ¼ Mþ ,ðF ;f1Þ M� and M2 ¼ Mþ ,ðF ;f2Þ M�; fjADiffðFÞ; @Mþ ¼ F ¼
�@M� be two even-dimensional manifolds that are cut-and-paste equivalent; let
/D1; /D2 be two cut-and-paste equivalent operators of Dirac-type. Then the

difference ind /Dþ
2 � ind /Dþ

1 is equal to the spectral flow of a natural family of

operators on F [3].

The main goal of this paper is to establish noncommutative generalizations of the

above results and give geometric applications to the problem of cut-and-paste

invariance of Novikov’s higher signatures on a closed oriented manifold.

The first result, i.e. the existence of noncommutative spectral section, was claimed
in the odd-dimensional case by Wu in the preprint [30]. Unfortunately Wu’s preprint
was never published; moreover, as pointed out to us by Michel Hilsum, the proof
given by Wu contained one unjustified step. For these reasons we felt it was
necessary to present a full proof of the existence of noncommutative spectral
sections; the missing step turned out to be nontrivial and one section of this paper is
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entirely devoted to a rigorous proof of this particular result. Notice that there was
much more in Wu’s preprint than just the existence-theorem for noncommutative
spectral sections. Of course we cannot report here on Wu’s further results and we
strongly feel that it is a pity that the interesting Mathematics established in [30] will
most likely never be published.
Some of our papers on higher index theory freely use the existence-theorem stated

in Wu’s unpublished preprint as well as the consequent definition, given there, of
noncommutative spectral flow (this definition is an immediate generalization of the
family case treated in [8]). In these articles of ours, [16,18,19], some of the above
generalizations are presented. More precisely:

* The definition, in the even-dimensional case, of the b-index class associated to a
Dirac operator on a Galois covering with boundary once a spectral section for the
boundary operator is chosen, is given in [16]. (Notice that our main interest in [16]
was in proving an index formula, in noncommutative topological de Rham
homology, for the Chern character of such an index class.)

* A formula for the Chern character of the noncommutative spectral flow in terms
of higher eta invariants is also proved in [16].

* The gluing formula for index classes is already stated in [19].
* The existence-theorem for spectral section on even-dimensional closed manifolds

is proved in [18] assuming the theorem in the odd-dimensional case.
* Finally, always in [18], we prove the relative index theorem for even-dimensional

Galois coverings with boundary.

In writing this article we were also motivated by the wish of completing the picture

that has emerged so far from these articles. We shall be more specific in each
particular section.

The paper is organized as follows. In Section 2 we recall the notion of
noncommutative spectral section and prove the fundamental result that a
noncommutative spectral section for a Dirac-type operator exists if and only if the
index class defined by this operator is trivial in K-Theory. We also recall the notion
of difference class and of noncommutative spectral flow. In Section 3 we recall from
[16,31] the definition of b-index class and APS-index class associated to a Dirac-type
operator on an even-dimensional Galois covering with boundary; these classes
depend on the choice of a noncommutative spectral section for the boundary
operator. We then prove the equality of this two index classes. We end Section 3 by
extending these results to odd dimensions, using suspension as in [26]. In Section 4,
following ideas of Bunke and Dai–Zhang, we prove a gluing formula for index
classes. In Sections 5 and 6 we discuss applications to the problem of cut-and-paste
invariance for higher signatures. Let us briefly explain what is the problem and what
are the techniques that we shall be using.
Recall from [11] that two manifolds M1; M2 are SK-equivalent if

M1 ¼ Mþ ,ðF ;f1Þ M�; M2 ¼ Mþ ,ðF ;f2ÞM� ð1Þ
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with @Mþ ¼ F ¼ �@M� and fjADiffðFÞ: In words, M1 and M2 are obtained by

gluing two manifolds with boundary but the gluing diffeomorphisms are different.
Incidentally, SK stands for Schneiden ¼ cutting and Kleben ¼ pasting:
The signature of a manifold is a SK-invariant sðM1Þ ¼ sðM2Þ for M1; M2 as

above. An analytic proof of this fact is given in [3]. The argument given there is a
consequence of a more general formula concerning the numerical indices of two
Dirac-type operators obtained one from the other by a cut-and-paste construction;
the formula expresses the difference of the numerical indices in terms of the spectral
flow of a suitable 1-parameter family of operators on F : For the particular case of
the signature operator this spectral flow is defined by a 1-parameter family
fDF ðyÞgyAS1 ; of odd signature operators acting on the fibers of the mapping torus

MðF ;f�1
2 3f1Þ associated with f1 and f2 and parametrized by a path of metrics.

Because of the cohomological significance of the zero-eigenvalue of the signature
operator, this spectral flow is equal to zero. Since the signature of a manifold is equal
to the index of the signature-operator, we obtain finally

sðM2Þ � sðM1Þ ¼ ind D2 � ind D1 ¼ sfðfDF ðyÞgyAS1Þ ¼ 0: ð2Þ

In Section 6 we shall be concerned with the higher analog of this argument.
We thus consider a pair ðM; r : M-BGÞ; with M a closed oriented manifold and r

a continuous map into the classifying space of a discrete group G: To such a pair one
can attach a set of numbers, the Novikov’s higher signatures sðM; r; ½c	Þ defined by

sðM; r; ½c	Þ ¼ /LðMÞ, rn½c	; ½M	S;

with ½c	AHnðBG;QÞ ¼ HnðG;QÞ: Two pairs

ðM1; r1 : M1-BGÞ and ðM2; r2 : M2-BGÞ

are said to be SK-equivalent if M1 and M2 satisfy (1) and ðr1ÞjMþ
Cðr2ÞjMþ

;

ðr1ÞjM�
Cðr2ÞjM�

; where C means homotopy equivalence. One can ask whether two

SK-equivalent pairs ðM1; r1Þ; ðM2; r2Þ have the same higher signatures. It was
observed by Lott [22, Remark 4.1], that results in [11,27] can be reinterpreted as
giving examples where the answer to this question is negative; one can then try to
find conditions on G and F so as to ensure that the higher signatures are indeed SK-
invariants. The first result in this direction is given by Leichtnam–Lott–Piazza [12],
as a corollary of the higher APS-index formula proved there and the higher index
formula proved in [20] (see [12, Corollary 0.4]). The condition on the group G is that
it be Gromov hyperbolic or virtually nilpotent. The condition on F is recalled in
detail in Sections 6.2 and 6.3: it is an homotopy-invariant condition of the pair ðF ; rjF Þ
and can be briefly formulated as a gap condition, in middle degree, for the spectrum
of the differential form Laplacian on the G-covering associated to ðF ; rjF Þ: This
condition was first introduced by Lott [21], where a regularization of the a priori
divergent integral defining the higher eta invariant for the signature operator was
proposed. These ideas were further pursued in the articles [12,18,22].
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A different treatment of the cut-and-paste result proved in [12] was subsequently
given in [13]. In that paper techniques from algebraic surgery are used; the condition
on F remains the same but the group G must only satisfy the property that the
Baum–Connes map be rationally injective.
In Section 6 we shall reobtain these results using a higher version of the result of

Booss–Wojciechowski, i.e. a higher analog of (2). We briefly describe the result. Let

us denote by D
sign;rj

Mj
; j ¼ 1; 2; the Mishchenko–Fomenko signature operators

associated to the two SK-equivalent pairs ðMj; rjÞ and a choice of metric gj on

Mj; then for the corresponding index classes, in K
*
ðCn

r ðGÞÞ; the following defect

formula holds:

IndD
sign;r2
M2

� IndD
sign;r1
M1

¼ sfðfDF ðyÞgyAS1Þ: ð3Þ

On the right-hand side of the above formula the noncommutative spectral flow of a
suitable 1-parameter family of twisted signature operators acting on the fibers of the

mapping torus MðF ;f�1
2 3f1Þ appears. Formula (3) is a consequence of two

fundamental results:

* the gluing formula;
* a variational formula for the index classes, in K

*
ðCn

r ðGÞÞ; associated to a

1-parameter family of Dirac operators on a G-covering with boundary.

It is the latter formula that involves a noncommutative spectral flow. The
variational formula is proved in Section 5; there we also establish the equality of
the noncommutative spectral flow for a family fDðuÞguA½0;1	 with the index class

associated to a suitable boundary value problem for the operator @=@u þ
fDðuÞguA½0;1	 on the cylinder.

Notice that the noncommutative spectral flow is a class in K
*
ðCn

r ðGÞÞ; as such it

should be more precisely called a higher noncommutative spectral flow. Numerical
(i.e. lower) spectral flows in the noncommutative context have already been
considered, for example, in the work of Perera, Kaminker and Phillips; see [10] and
references therein.
It is important to notice that, in contrast with the numerical case treated in (2), the

noncommutative spectral flow appearing in (3) will in general be different from 0, as
it is associated to a family of twisted signature operators, with the twisting bundle
depending on the parameter y: By employing symmetric spectral section, as in [17],
we shall show that under the cited assumption on F this noncommutative
spectral flow is automatically zero. This fact, together with the assumption that
the Baum–Connes assembly map is rationally injective, allows one to reobtain the
results of [13].
Notice that in the even-dimensional case a recent preprint [9] of Hilsum sharpens

further these results by slightly weakening the assumptions on F :We refer the reader
to his paper for the detailed statement of this weaker assumption and also for a
somewhat different treatment of boundary value problems in the noncommutative
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context, more in the spirit of [3]. It would be interesting to know whether the higher
APS-index formula proved in [16] can be established for these more general
boundary value problems (one advantage of spectral section being that they are
specific enough for local index-theory arguments to be carried over).
Notice also that the cut-and-paste results in the odd-dimensional case are

somewhat more involved than in the even-dimensional case and cannot be obtained

by simply crossing with S1: This phenomenon is already present in [12,13] and will be
further clarified in the present paper.

2. Proof of the existence of noncommutative spectral sections

We begin this section with two functional analytic results that will be needed in the
proof of the existence-theorem. The definition of noncommutative spectral section
and the statement of the existence-theorem are given in Section 2.4.

2.1. Very full projections and a lifting theorem

We consider in this section a unital Cn-algebra A and denote by HA ¼ l2ðAÞ ¼
l2ðNÞ#C A the standard A-Hilbert module. We consider BA the algebra of A-linear
continuous adjointable operators from HA to itself and denote byKA the subalgebra

of BA of all the operators T such that both T and Tn are A-compact. We then have
the following exact sequence:

0-KA-BA-CA ¼ BA=KA-0;

where CA denotes the (generalized) Calkin algebra. We recall that (see [1]) the K-
theory groups K

*
ðBAÞ vanish and that K

*
ðKAÞCK

*
ðAÞ: The standard six terms

exact sequence in K-theory gives the following isomorphism d called the index map

d : K0ðCAÞ-K1ðKAÞCK1ðAÞ: ð4Þ

We shall now recall what a very full projection is, see [1, Section 6.11]. The
relevance of this notion in our problem has been pointed out to us by Ralf Meyer.

Definition 1. A projection p ð¼ pnÞ of a unital Cn-algebra A is said to be very full if

there exists an isometry uAA ðunu ¼ 1 ¼ 1AÞ such that uunpp: In other words, p

contains a projection which is equivalent to 1.

The following theorem and the precise structure of its proof has been suggested to
us by Ralf Meyer.

Theorem 1 (Ralf Meyer). Let p be a very full projection of CA such that the K-theory

class ½p	 of p in K0ðCAÞ is zero (i.e. the index dðpÞ is zero) and 1� p is very full. Then
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there exists a projection PABA such that pðPÞ ¼ p where p : BA-CA ¼ BA=KA is

the canonical projection.

Proof. The proof of the theorem relies on the next two propositions. &

Proposition 1. Let p be a very full projection of CA: Then there exists an isometry

WABA such that pðWÞpðW nÞpp:

Proof. By assumption there exists W1ABA such that pðW1Þ is an isometry of CA

satisfying pðW1ÞpðW1Þnpp and W n
1 W1 � IdAKA: Recall that l2ðAÞ ¼ ">

nX0 Aen;

for any NAN; we denote by PNABA the projection from l2ðAÞ onto Im PN ¼
">

nXN Aen: Then there exists NAN such that jjPNðW n
1 W1 � IdÞPN jjp1

4
where jj � jj

denotes the Cn-norm of BA:

Now we consider and fix a unitary isomorphism w : l2ðAÞ-Im PNCl2ðAÞ:
We have

jjw�1PNðW n

1 W1 � IdÞPNwjjp1
4
; ð5Þ

we identify PNw with an element of BA so that ðPNwÞn ¼ w�1PN : We then set W2 ¼
W1PNwABA so that W n

2 ¼ w�1PNW n
1 : From (5) we deduce that

jjW n

2 W2 � Idjj ¼ jjw�1PNðW n

1 W1 � IdÞPNwjjp1
4
:

So W n
2 W2ABA is invertible and ImW n

2 ¼ l2ðAÞ: Therefore W n
2 admits a polar

decomposition W n
2 ¼ V

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W2W

n
2

p
; Im W2 ¼ Im W2W

n
2 is closed in l2ðAÞ; ker W n

2 ¼
ker W2W

n
2 and

l2ðAÞ ¼ Im W2W
n

2 "> ker W2W
n

2 ð6Þ

(see [29, Theorem 15.3.8] for details). Moreover, VnV (resp. VVn) is the orthogonal

projection onto Im W2W
n
2 (resp. Im W n

2 W2 ¼ l2ðAÞ), so VVn ¼ Id: From the

definition of W2 we get W2W
n
2 ¼ W1W

n
1 þ W1ðPN � IdÞW n

1 and thus pðW2W
n
2 Þ ¼

pðW1W
n
1 Þ: Since by hypothesis pðW2W

n
2 Þ ¼ pðW1W

n
1 Þpp; we obtain the proposi-

tion as a consequence of the following lemma by taking W ¼ Vn: &

Lemma 1. We have pðVnVÞ ¼ pðW2W
n
2 Þ:

Proof. Using decomposition (6) and the fact that Im W2W
n
2 is closed and defines a

A-Hilbert module, one sees that W2W
n
2 induces a (bi-)continuous bijection

W2W
n

2 : Im W2W
n

2-Im W2W
n

2

still denoted W2W
n
2 : We denote by S its inverse; by extending S by 0 on ker W2W

n
2 ;

we get an element of BA still denoted S: Thus, by definition of the polar

decomposition W n
2 ¼ V

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W2W

n
2

p
; we have W2W

n
2 S ¼ VnV : Now we consider the
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universal representation of the Calkin algebra j : CA-BðHCA
Þ: By applying j3p to

the previous identity we get jðpðW2W
n
2 ÞÞjðpðSÞÞ ¼ jðpðVnVÞÞ; so the range of the

projection jðpðVnVÞÞ is contained in the range of the projection jðpðW2W
n
2 ÞÞ:

Moreover, from the identity W2W
n
2 ¼ VnVW2W

n
2 ¼ W2W

n
2 VnV ; we get that the

range of jðpðW2W
n
2 ÞÞ is contained in the one of jðpðVnVÞÞ: Since j is injective, we see

that pðVnVÞ ¼ pðW2W
n
2 Þ which proves the lemma. &

Proposition 2. Let p be a very full projection of CA such that 1� p is also very full.

Then there exists a projection p00 of CA such that for any k; lANn; one can find an

A-linear bicontinuous isomorphism:

wk;l : l2ðAÞ-ðPk
i¼1l

2ðAÞÞ"l2ðAÞ"ðPl
j¼1l

2ðAÞÞ ¼ Hk;l

such that

p ¼ w�1k;l ð1k"p00"0lÞwk;l ; ð7Þ

where 1k"p00"0l denotes the obvious diagonal-by-blocks element of the Calkin

algebra CAðk; 1; lÞ associated with Hk;l and u-w�1k;l uwk;l induces an isomorphism

between CA and CAðk; 1; lÞ:

Proof. We shall treat (only) the case k ¼ l ¼ 1 from which the general case follows
immediately.

By considering a decomposition l2ðAÞCl2ðAÞ"l2ðAÞ; we choose and fix a

projection P1ABA such that kerP1 and ImP1 are both isomorphic to l2ðAÞ:
According to Proposition 1, we fix an isometry WABA such that pðWÞpðW nÞpp:

We set bWW ¼ W P1; so bWW n ¼ P1W
n: Since W nW ¼ Id we get

bWW n bWW ¼ P1; bWW bWW n ¼ WP1W
n; WW n bWW bWW n ¼ bWW bWW nWW n ¼ bWW bWW n:

From this, we deduce that bWW bWW npWW n: So WW n � bWW bWW n ¼ WðId�P1ÞW n is a
projection

Im WW n ¼ Im bWW bWW n"> ImðWW n � bWW bWW nÞ

and we get

l2ðAÞ ¼ Im bWW bWW n "> ImðWW n � bWW bWW nÞ"> ker WW n: ð8Þ

Since the map

Im bWW n bWW ¼ ImP1Cl2ðAÞ-Im bWW bWW n;

y- bWWðyÞ
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induces an isomorphism, one sees that

Im bWW bWW nCl2ðAÞ: ð9Þ

Moreover, since WW n � bWW n bWW ¼ WðId�P1ÞðWðId�P1ÞÞn; one proves in the

same way that ImðWW n � bWW n bWWÞCl2ðAÞ: Thanks to Kasparov’s stabilization
theorem, we then have

ImðWW n � bWW n bWWÞ"> ker WW n C l2ðAÞ: ð10Þ

Now we go back to the proof of the proposition. Since we have ppðWW nÞ ¼
pðWW nÞp ¼ pðWW nÞ (i.e. pXpðWW nÞ) and pðWW nÞXpð bWW bWW nÞ; we see that

pXpð bWW bWW nÞ and pXpððWW n � bWW bWW nÞ: Using decomposition (8), we can identify
BA as a set of ð3; 3Þ-matrices; accordingly, we then see that pðACAÞ is of the
following diagonal form by blocks

p ¼ 1"1"q1: ð11Þ

We set 1"q1 ¼ p0; p0 is a projection of the Calkin algebra associated with the left-
hand side of (10). Since 1� p is very full, 1� p0 is also very full. Now we apply to

1� p0 and to ImðWW n � bWW n bWWÞ"> ker WW n the analog of decomposition (8)
Repeating for 1� p0 the arguments that have been used for p; i.e. (9)–(11), we obtain
the following decomposition:

ImðWW n � bWW n bWWÞ"> ker WW nC l2ðAÞ"l2ðAÞ: ð12Þ

With respect to this decomposition we can write 1� p0 ¼ q2"1 (diagonal by blocks)
where q2 is a projection in CA: So, from (8) and (12), we get a decomposition

l2ðAÞCl2ðAÞ"l2ðAÞ"l2ðAÞ such that

p ¼ 1"ð1� q2Þ"0:

One then gets the proposition by setting p00 ¼ 1� q2: &

Proof of Theorem 1 Continuation. We use the projection p00ACA associated to p as in
Proposition 2.

Lemma 2. The K-theory class of 1 in K0ðCAÞ is zero.

Proof. We recall that the index map (4) d is an isomorphism and is also the
connecting map associated with the six terms exact sequence in K-theory. Since the
projection 1 in the Calkin algebra CA is the image of the projection defined by Id in
BA; we have dð½1	Þ ¼ 0: Since d is an isomorphism, the lemma is proved. &

Proof of Theorem 1 Conclusion. Since ½p	 is (by assumption) zero, the previous

lemma then shows that ½p00	 ¼ 0: Thus there exists k; l0ANn and a unitary element
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uAUðMkþ1þl0 ðCAÞÞ such that

uð1k"01"0l0 Þu�1 ¼ 1k"p00"0l0 :

We set l ¼ k þ 2l0 þ 1 and z ¼ diagðu; u�1Þ: We then have

zð1k"01"0lÞz�1 ¼ 1k"p00"0l :

Since z belongs to the connected component of 1 in UðMkþ1þlðCAÞÞ (see [1]), we can
find Z in UðMkþ1þlðBAÞÞ such that pðZÞ ¼ z: Now we apply Proposition 2 with k

and l ¼ k þ 2l0 þ 1 and we set

P ¼ w�1k;l ZðIdk "01"0lÞZ�1wk;lABA: ð13Þ

We thus get a projection P of BA; using the two equalities (7) and (13) and the fact
that pðZÞ ¼ z; one sees that pðPÞ ¼ p which proves Theorem 1. &

2.2. Spectral cuts and very full projections

We now consider a finitely generated group G; we shall apply the above results in a
particular case to be described below, where the Cn-algebra A will be equal to Cn

r ðGÞ;
the reduced Cn-algebra associated to the group G:
It should be remarked, however, that all arguments leading to the main result in

this section and to the existence-theorem in the next section, can be easily generalized
to any Dirac-type operator acting on the section of a A-vector bundle in the sense of

Mishchenko–Fomenko, with A any unital Cn-algebra.

We shall briefly denote by L the reduced Cn-algebra Cn
r ðGÞ:

We next consider a smooth compact riemannian manifold M of dimension 2m þ
1; a continuous map f : M-BG and a complex hermitian clifford module E-M

endowed with a unitary clifford connection. Let eMM-M be the G-normal cover of M

associated with f : M-BG: Let Vf ¼ L
G eMM-M be the L-flat bundle associated
to these data. Then we denote by D the L-Dirac-type operator acting on
CNðM;E#CVf Þ; the set of smooth section of the bundle E#CVf -M: In fact

D defines a self-adjoint unbounded regular operator acting on the L-Hilbert module
L2
LðM;E #CVf Þ; the completion of CNðM;E #C Vf Þ with respect to the L-

hermitian scalar product /;S associated to the above data. Of course,

L2
LðM;E #CVf Þ is isomorphic to l2ðLÞ; and the algebra of continuous L-linear

adjointable operators B L2
LðM;E #C Vf Þ is isomorphic to BL: We recall that

for any FAC0ð½�N;þN	;CÞ; FðDÞ is well defined as an element of

BL2
LðM;E #C Vf Þ: Moreover, if K L2

LðM;E#CVf Þ denotes the ideal of
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adjointable L-compact operators then the following Calkin algebra:

CLðEÞ ¼ BL2
LðM;E #C Vf Þ

KL2
LðM;E #C Vf Þ

is isomorphic to CL:
Now we recall the following:

Definition 2. A smooth map wACNðR; ½0; 1	Þ is said to be a spectral cut if there exists
two reals aob such that for any toa; wðtÞ ¼ 0 and for any t4b; wðtÞ ¼ 1:

Theorem 2. Let w be any spectral cut, then wðDÞ and Id� wðDÞ define two very full

projections of the Calkin algebra CLðEÞ:

Proof. We will treat only the case of wðDÞ; the case of Id� wðDÞ being similar. We
shall need the following.

Technical Lemma. Let w be a spectral cut. There exists an orthonormal sequence

ðekÞkAN of elements of L2
LðM;E #C Vf Þ such that 8k; lAN; /ek; elS ¼ dk;l1G and

wðDÞðekÞ ¼ ek:
Granting this result, we shall now prove Theorem 2. We denote by

FCL2
LðM;E#CVf Þ the closure of ">

kAN Lek: Thus, F is L-Hilbert module

contained in the range of wðDÞ: We denote by pF ¼
P

kAN /:; ekSek the orthogonal

projection onto F ; pF belongs to BLL2
LðM;E#CVf Þ: We fix a L-unitary

isomorphism y : L2
LðM;E #C Vf Þ-F and denote by j the canonical injection

j : F-L2
LðM;E #C Vf Þ: Then j3y defines an element of BLL2

LðM;E #CVf Þ whose
adjoint is given by ðj3yÞn ¼ yn3pF : Then one checks easily that

yn3pF 3j3y ¼ IdL2
LðM;E #C Vf Þ; j3y3yn3pF ¼ pF :

But, according to the Technical Lemma we have

wðDÞ3pF ¼ pF ¼ ðwðDÞ3pF Þn ¼ pF 3wðDÞ;

therefore we deduce that, in the Calkin algebra, the projection wðDÞ contains the very
full projection pF : Theorem 2 is proved. &

2.3. Proof of the Technical Lemma

This section can be skipped at first reading. Recall that the principal symbol of D

(acting on section of E) is sðDÞðx; xÞ ¼
ffiffiffiffiffiffiffi
�1

p
cðxÞ where cðxÞ denotes the Clifford

multiplication by xATn
x M; thus the principal symbol of D is sðDÞðx; xÞ ¼ffiffiffiffiffiffiffi

�1
p

cðxÞ#C IdVf
: Let xAM and xASn

xM (the unit cotangent sphere)
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then ð
ffiffiffiffiffiffiffi
�1

p
cðxÞÞ2 ¼ Id and

Ex ¼ ker ð
ffiffiffiffiffiffiffi
�1

p
cðxÞ � IdÞ"> kerð

ffiffiffiffiffiffiffi
�1

p
cðxÞ þ IdÞ: ð14Þ

In other words, the two bundles kerð
ffiffiffiffiffiffiffi
�1

p
cðxÞ7IdÞ-Sn

xM define a direct orthogonal

sum decomposition of the trivial pulled back bundle pnðExÞ-Sn
xM where p :

Sn
xM-fxg denotes the canonical projection. We start with an elementary result.

Lemma 3. Let xASn
xM; we then have:

(1) For any spectral cut w; the principal symbol sðwðDÞÞðx; xÞ is the orthogonal

projection of pnðExÞ onto ker ð
ffiffiffiffiffiffiffi
�1

p
cðxÞ � IdÞ:

(2)

dim ker ð
ffiffiffiffiffiffiffi
�1

p
cðxÞ � IdÞ ¼ dim ker ð

ffiffiffiffiffiffiffi
�1

p
cðxÞ þ IdÞ

¼ 1
2
dim ExX2m�1:

Proof. (1) We denote by jDj�1 the operator defined as the inverse of D on

Im DAL2ðM;EÞ and by zero on ker D: Identity (14) shows that the principal symbol

sðIdþ D
jDjÞðx; xÞ is the orthogonal projection of pnðExÞ onto ker ð

ffiffiffiffiffiffiffi
�1

p
cðxÞ � IdÞ:

Since wðDÞ � ðIdþ D
jDjÞ is a smoothing operator, we see that wðDÞ and Idþ D

jDj have

the same principal symbol, (1) is thus proved.
(2) This result is implicitly proved in the literature; we give the proof for the sake

of completeness. By writing the clifford module Ex as a direct sum of irreducible
clifford modules, one can reduce oneself to the case where Ex itself is irreducible.

Recall then that the Clifford algebra ClðC2mþ1Þ is isomorphic to the algebra

M2mðCÞ"M2mðCÞ so that ClðC2mþ1Þ admits to inequivalent complex irreducible

modules Sþ;S� of the same dimension 2m; thus Ex is one of the S
7 and dim Ex ¼

2m: Moreover, there exists an algebra isomorphism y:

y : ClðC2mþ2Þ-EndCðSþ"S�Þ:

As usual, the ClðC2mþ1Þ is identified to the even part Cl0ðC2mþ2Þ of the Clifford

algebra ClðC2mþ2Þ: By the isomorphism induced by the map xAC2mþ1-e2mþ2 � x
where e2mþ2 is the last vector of the canonical basis of R

2mþ2: For any xAC2mþ1; we

set cðxÞ ¼ yðe2mþ2 � xÞ; the operator cðxÞ sendsS7 into itself and its restriction to Ex

(identified to one of theS7) coincides with the Clifford multiplication (also denoted
cðxÞ above) induced by the principal symbol sðDÞðx; xÞ of D: So we have to prove

that for any xAS2m ¼ fZAR2mþ1= jjZjj ¼ 1g:

dim ker ð
ffiffiffiffiffiffiffi
�1

p
cðxÞ � IdÞjS7 ¼ dim ker ð

ffiffiffiffiffiffiffi
�1

p
cðxÞ þ IdÞjS7 :
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Since mX1 (and thus 2m þ 242), Definition 3.20 and Proposition 3.21 of [2]
show that

Tr
ffiffiffiffiffiffiffi
�1

p
cðxÞjSþ ¼ Tr

ffiffiffiffiffiffiffi
�1

p
cðxÞjS� : ð15Þ

Now we consider the Chirality operator b ¼ ð
ffiffiffiffiffiffiffi
�1

p mþ1Þe1ye2mþ1; in this

formula ðe1;y; e2mþ1Þ is the canonical oriented basis of R2mþ1: Let xAS2m; recall
(see [2, pp. 109–110]) that b � e2mþ2 � x ¼ �e2mþ2 � x � b and yðbÞcðxÞ ¼ �cðxÞyðbÞ:
Since yðbÞ sends S7 onto S8 we then get

ker ð
ffiffiffiffiffiffiffi
�1

p
cðxÞ7IdÞjS7Cker ð

ffiffiffiffiffiffiffi
�1

p
cðxÞ8IdÞjS8 : ð16Þ

Moreover, since ð
ffiffiffiffiffiffiffi
�1

p
cðxÞÞ2 ¼ Id we have

Tr
ffiffiffiffiffiffiffi
�1

p
cðxÞjS7 ¼ dim ker ð

ffiffiffiffiffiffiffi
�1

p
cðxÞ � IdÞjS7 � dim ker ð

ffiffiffiffiffiffiffi
�1

p
cðxÞ þ IdÞjS7 : ð17Þ

Using the three equations (15)–(17) we get

dim ker ð
ffiffiffiffiffiffiffi
�1

p
cðxÞ � IdÞjS7 ¼ dim ker ð

ffiffiffiffiffiffiffi
�1

p
cðxÞ þ IdÞjS7 ;

which proves the lemma. &

Lemma 4. Let w be a spectral cut. There exists a strictly increasing sequence of real

numbers ðakÞkAN such that w is equal to 1 on 	a0 � 1;þN½; lim ak ¼ þN and for any

kAN; one can find fkACN

compð	ak; akþ1½;RÞ and ukAL2
LðM;E #CVf Þ such that

/fkðDÞðukÞ;fkðDÞðukÞS is invertible in L:

Proof. We fix a spectral cut w1 whose support is contained in ½a0 þ 1;þN½; thus w is
equal to 1 on an open neighborhood of the support of w1: We are going to show the

existence of vAL2
LðM;E #C Vf Þ such that /w1ðDÞðvÞ; w1ðDÞðvÞS is invertible in L:

Then one can find cACN

compðR; ½0; 1	Þ (with c � 1 on a big enough interval) such that

/cðDÞw1ðDÞðvÞ;cðDÞw1ðDÞðvÞS is invertible in L: This will imply the lemma in the
following way: we fix a14a0 such that the support of f0 ¼ cw1 is contained in
	a0; a1½; then, to construct f1; we proceed as above, replacing a0 by a1: Thus
inductively, we construct the ak and the fk satisfying the requirements of the lemma.

Let U be a (small) nonempty open subset of M over which the bundles E and Vf

are trivial and for which there exists a diffeomorphism C : U-Bð0; r0Þ onto an open
ball Bð0; r0Þ of Rn where n ¼ 2m þ 1 is the dimension of M: For each rA	0; r0	; we
shall set Ur ¼ C�1ðBð0; rÞÞCU : Until the end of the proof of Lemma 4 we identify

each Ur (rA	0; r0	) with the open ball Bð0; rÞ of Rn and EjUr
with Ur 
 CN : Let D

denote the Dirac operator acting on the sections of E: Let aACNðM; ½0; 1	Þ with
support contained in a small chart and such that a � 1 on a neighborhood

of %U: Since the principal symbol sðaw21ðDÞÞðx; xÞ of aw21ðDÞ is equal to
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sðaw21ðDÞÞðx; xÞ#Id; we can find a L-pseudo-differential operator R of order�1
acting on the section of E #C Vf such that for any uACN

c ðU ;EÞ one has

aw21ðDÞðu1GÞ ¼ aw21ðDÞðuÞ1G þRðu1GÞ:

We then observe that /aw21ðDÞðu1GÞ; u1GS is equal to

/w1ðDÞðu1GÞ; w1ðDÞðu1GÞS ¼ jjw1ðDÞðuÞjj2L21G þ/Rðu1GÞ; u1GS; ð18Þ

where 1G denotes the neutral element of G; so that u1G is indeed a section of
E #C Vf : The idea of the rest of the proof of Lemma 4 consists in finding a

uACN

c ðU ;EÞ such that jjw1ðDÞðuÞjj2L2 ¼ 1 and jj/Rðu1GÞ; u1GSjjLo1; where jj � jjL is

the Cn-norm of L:
For any ðx; xÞATnU\0 we shall denote by pðx; xÞ the projection of Ex onto

ker ð
ffiffiffiffiffiffiffi
�1

p
cð x

jxjx
Þ � IdÞ along kerð

ffiffiffiffiffiffiffi
�1

p
cð x

jxjx
Þ þ IdÞ: Let rA	0; r0=4	 and

aACN

c ðU ; ½0; 1	Þ which is equal to 1 on U2r; the choice of r will be made small

enough according to the next sublemma. Then there exists a pseudo-differential
operator T of order �1 such that for any uACN

c ðUr;EÞ one has

w1ðDÞðuÞðxÞ ¼ aðxÞ 1

ð2pÞn

Z
jxjX1

expð
ffiffiffiffiffiffiffi
�1

p
x:xÞ pðx; xÞûðxÞ dxþ TðuÞðxÞ: ð19Þ

We fix a point ð0; x0ÞASnUr (where 0 is the origin of Rn) and a small contractible

open neighborhood Cðx0Þ of x0 in Sn
0Ur: We still denote by Cðx0Þ the open conic

neighborhood of x0 in Tn
0 Ur\0 induced from Cðx0Þ by R*þ-homogeneity. Since the

bundle defined by the range of pð0; xÞ is trivial over Cðx0Þ; we may find vASðRn;CNÞ
such that

R
Rn j#vðxÞj2 dx ¼ ð2pÞn and

supp #vCCðx0Þ-fxARn= jxjX1=2g;

8xACðx0Þ; pð0; xÞðbvvðxÞÞ ¼ bvvðxÞ:
Let bACN

c ðUr; ½0; 1	Þ be such that b � 1 on an open neighborhood of 0ARn:We then

set for any real RX2; uRðxÞ ¼ bðxÞR
n
2 vðRxÞ: Lemma 4 is an easy consequence of the

following:

Sublemma 1. If r40 (and thus also supp a) is small enough then one has:

(1) limR-þN jjuRjjL2 ¼ 1 and limR-þN jjuRjjH�1 ¼ 0:
(2) limR-þN

jjw1ðDÞðuRÞjjL2S2=3:

Proof of Lemma 4 admitting Sublemma 1. With the notations of Eq. (18), let C be the

operator norm of RABLðH1
LðM;E#Vf Þ;L2

LðM;E#Vf ÞÞ: According to Lemma 1

we choose r40 and R42 such that, setting u ¼ uR

jjw1ðDÞðuRÞjjL2
; we have jjujjL2p3 and
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jjujjH�1p 1
10Cþ10: Then, using the Cauchy–Schwartz inequality one has immediately

jj/Rðu1GÞ; u1GSjjLo1;

where jj jjL denotes the Cn-norm of L: Next, using Eq. (18), one checks easily that

/w1ðDÞðu1GÞ; w1ðDÞðu1GÞS is invertible in L which proves Lemma 4. &

Proof of Sublemma 1. (1) is easy and left to the reader. Let us sketch the proof of (2).
According to (1) and Eq. (19) we have to consider the following term:

aðxÞ 1

ð2pÞn

Z
jxjX1

expð
ffiffiffiffiffiffiffi
�1

p
x:xÞ pðx; xÞcuRuRðxÞ dx: ð20Þ

Then, by writing pðx; xÞ � pð0; xÞ ¼
Pn

j¼1 xjgjðx; xÞ; we see that at the expense of
shrinking r (and thus supp a), the L2-operator norm of the pseudo–differential

operator
Pn

j¼1 xjgjðx;DxÞ will be small so that we may replace the term (20) by

aðxÞ 1

ð2pÞn

Z
jxjX1

expð
ffiffiffiffiffiffiffi
�1

p
x:xÞ pð0; xÞcuRuRðxÞ dx: ð21Þ

Now recall that 1� aðxÞ is identically zero on a neighborhood of supp b: Then, since
the operator with the following Schwartz kernel

ð1� aðxÞÞ 1

ð2pÞn

Z
jxjX1

Z
Rn

expð
ffiffiffiffiffiffiffi
�1

p
x:xÞ pð0; xÞbðyÞ dx dy

is smoothing we may replace (thanks to (1)) the term (20) by

vRðxÞ ¼
1

ð2pÞn

Z
jxjX1

expð
ffiffiffiffiffiffiffi
�1

p
x:xÞ pð0; xÞcuRuRðxÞ dx:

But, using standard analysis and all the properties of the function v; one checks that
limR-þN jjvRjjL2ðRnÞ ¼ 1; which proves Sublemma 1. &

Recall that our goal in this section is to provide a proof of the following.

Technical Lemma. Let w be a spectral cut. There exists an orthonormal sequence

ðekÞkAN of elements of L2
LðM;E #C Vf Þ such that 8 k; lAN; /ek; elS ¼ dk;l1G and

wðDÞðekÞ ¼ ek:
However, by setting for each kAN (and with the notation of Lemma 4):

ek ¼ ð/fkðDÞðukÞ;fkðDÞðukÞSÞ�1=2 fkðDÞðukÞ

one deduces immediately this result from Lemma 4.
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2.4. Existence of spectral sections in the odd-dimensional case

We begin by recalling the definition of noncommutative spectral section.
This definition is motivated by the family (i.e. commutative) case treated
in Melrose–Piazza [25]; the definition of noncommutative spectral section was
given in the unpublished paper [30] and recalled in [31] (which is a published
paper).

Definition 3 (Wu). A projection PABL2
LðM;E #C Vf Þ is said to be a noncommu-

tative spectral section for D if there exist two spectral cuts w1; w2 such that w2 � 1 on
a neighborhood of the support of w1; and Im w1ðDÞCImPCIm w2ðDÞ:

We recall that D defines an index class Ind ðDÞAK1ðLÞ; one way to define this
class is to apply isomorphism (4) to the projection, in the Calkin algebra CLðEÞ;
defined by 1

2
ðF þ 1Þ; with F ¼ ð1þD2Þ�

1
2D: The following theorem is stated by Wu

in [30,31].

Theorem 3. There exists a spectral section for D if and only if the index class Ind ðDÞ
vanishes in K1ðLÞ:

Remark. Although we state the theorem for the particular Cn-algebra L ¼ Cn
r ðGÞ; it

should be clear that the proof easily extends to any Dirac-type operator acting on the
sections of a A-bundle, as in the work of Mishchenko–Fomenko, with A any unital

Cn-algebra.

Proof of Theorem 3. First we remark that for any smooth spectral cut w; we have
Ind ðDÞ ¼ dð½wðDÞ	Þ; indeed 1

2
ðF þ 1Þ ¼ wðDÞ in the Calkin algebra.

We start by proving that if a spectral section P exists, then dð½wðDÞ	 ¼ 0: Let us fix a
spectral cut w: By the very definition of spectral section, P and wðDÞ induce the same
element in the Calkin algebra CLðEÞ: So the K-theory class ½wðDÞ	AK0ðCLðEÞÞ is the
image of ½P	AK0ðBLL2

LðM;E #C Vf ÞÞ by the map induced by the projection p:
BLL2

LðM;E #C Vf Þ-CLðEÞ: Since K0ðBLL2
LðM;E #C Vf ÞÞ ¼ f0g; we see im-

mediately that ½wðDÞ	 ¼ 0 and thus that dð½wðDÞ	 ¼ 0:
We shall now prove the converse. First of all we state the most important

consequence of our results in the preceding three sections. Let us fix a spectral cut w:
From Theorems 1 and 2 we infer that there exists a projection Q in

BLL2
LðM;E #C Vf Þ such that Q� wðDÞ is a L-compact operator. As pointed out

to us by Michel Hilsum, the existence of such a projection Q was claimed without
explanation in [30]. Equipped with this fundamental result, we can now finish
the proof.

All the arguments we give from here until the end of the this section are due to F. Wu.

First we have the following lemma, which is a noncommutative generalization of
Lemma 1 of [25].
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Lemma 5 (Wu). Let E be a L-Hilbert module isomorphic to l2ðLÞ: Let Q ¼ Q2 ¼
QnABLðEÞ be a projection and JABLðEÞ such that jjQ�Jjjp1

2
: Then there is a

function f ; holomorphic in a neighborhood of the spectrum of jQJnj; such that

P ¼ f ðJQJnÞABLðEÞ is the orthogonal projection onto JQðEÞ: Furthermore, if

Q�JAKLðEÞ; then P� QAKLðEÞ too.

Proof. For any xAQðEÞ one has x ¼ QðxÞ ¼ JðxÞ þ ðQ�JÞðxÞ: Hence we have

8xAQðEÞ; jjJðxÞjjX 1
2
jjxjj:

From this inequality, one deduces easily that JQ has closed range. Hence ðJQÞn ¼
QJn has also closed range and Theorem 15.3.8 of [29] shows that

JQðEÞ ¼ ker ðQJnÞ> ¼ ker ðjQJnjÞ> ¼ jQJnjðEÞ;

E ¼ ker ðjQJnjÞ"JQðEÞ ¼ kerðjQJnj2Þ"JQðEÞ ¼ kerðJQJnÞ"JQðEÞ:

Therefore, 0 is an isolated point in the spectrum of jQJnj and hence of jQJnj2 ¼
JQJn: Let f ðlÞ ¼ 1 for l in a neighborhood of SpecðjQJnj2Þ\f0g and f ðlÞ ¼ 0 for l
near 0: Then f is holomorphic in a neighborhood of SpecðjQJnj2Þ and

P ¼ f ðjQJnj2Þ ¼ f ðJQJnÞ

is the orthogonal projection onto JQðEÞ:
Now we show that if in addition Q�JAKLðEÞ then P� QAKLðEÞ: To this

end, we first observe that, since PðEÞ ¼ JQðEÞ; we have PðJQÞ ¼ JQ: Since
pðJQÞ ¼ pðQÞ in the Calkin algebra CLðEÞ; this implies that

pðPÞpðQÞ ¼ pðPÞpðJQÞ ¼ pðPJQÞ ¼ pðJQÞ ¼ pðQÞACLðEÞ:

Taking adjoints on both sides, noticing that both pðPÞ and pðQÞ are self-adjoint
elements in CLðEÞ; we get

pðQÞ ¼ pðQÞpðPÞ: ð22Þ

On the other hand, sinceJ : QðEÞ-PðEÞ is an isomorphism,J�1PABLðEÞ is well-
defined, satisfying JðJ�1PÞ ¼ P: Passing to CLðEÞ and noticing that pðQÞpðJÞ ¼
pðJÞpðQÞ; we obtain pðQÞpðPÞ ¼ pðPÞ: From Eq. (22) we get pðPÞ ¼ pðQÞ in CLðEÞ
which proves the lemma. &

Proof of Theorem 3 Conclusion. Let jACN

c ðR; ½0; 1	Þ such that jðtÞ ¼ 1 for tA½�1; 1	
and jðtÞ ¼ 0 for jtjX2: We set jNðtÞ ¼ jðt=NÞ for NANn: One checks easily that as
N-þN:

jNðDÞðwðDÞ � QÞ-wðDÞ � Q
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in the norm of KLðEÞ: Thus there is N0 such that

jjðId� QÞ �Jjjp 1
2;

where

J ¼ Id� wðDÞ � jN0
ðDÞðwðDÞ � QÞ:

Applying Lemma 5 to Id� Q instead of Q we see that there is a projection

P1 ¼ Pn

1 ¼ P2
1 in BLðEÞ such that ðId� QÞ � ðId�P1Þ ¼ AKLðEÞ and

ðId�P1ÞðEÞ ¼ JðId� QÞðEÞ:

Choose another spectral cut w0 such that

w0ðtÞ ¼ 0 on Suppð1� wÞ,½�2N0; 2N0	:

Then we have ð1� w0Þð1� wÞ ¼ ð1� wÞ and ð1� w0ÞjN0
¼ jN0

: Thus we have

ðId� w0ðDÞÞðId� wðDÞÞ ¼ ðId� wðDÞÞ; ðId� w0ðDÞÞjN0
ðDÞ ¼ jN0

ðDÞ:

This implies that ðId� w0ðDÞÞJ ¼ J: Hence we have

ðId�P1ÞðL2
LðM;E #CVf ÞÞ

¼ ImðId� w0ðDÞÞJðId� QÞCðId� w0ðDÞÞðL2
LðM;E #C Vf ÞÞ:

Let w1 be a spectral cut such that w0ðtÞ ¼ 1 on a neighborhood of Suppðw1Þ: Then we
get, for any xAL2

LðM;E #C Vf Þ:

w1ðDÞðP1ðxÞÞ ¼ w1ðDÞðxÞ � w1ðDÞððId�P1ÞðxÞÞ:

Since ImðId�P1ÞCðId� w0ðDÞÞðL2
LðM;E #C Vf ÞÞ; there is yAL2

LðM;E #CVf Þ
such that ðId�P1ÞðxÞ ¼ ðId� w0ðDÞÞðyÞ: Hence

w1ðDÞððId�P1ÞðxÞÞ ¼ w1ðDÞðId� w0ðDÞÞðyÞ ¼ 0:

Therefore w1ðDÞP1 ¼ w1ðDÞ: Taking the adjoint shows also P1w1ðDÞ ¼ w1ðDÞ: In
particular, we have found a spectral cut w1 and a projection P1 such that
Imw1ðDÞCImðP1Þ:
We now proceed to modify the projection P1 to a spectral section of D: Let c be a

spectral cut such that cðtÞ ¼ 1 on ½�1;þN½; we set cNðtÞ ¼ cðt=NÞ: Since w1ðDÞ �
P1 is a L-compact operator, one checks easily that

cNðDÞðw1ðDÞ �P1Þ-w1ðDÞ �P1:
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Thus there exists N040 such that cN0
ðtÞw1ðtÞ ¼ w1ðtÞ and

jjP1 � w1ðDÞ þ cN0
ðDÞðw1ðDÞ �P1Þjj ¼ jjP1 � cN0

ðDÞP1jjo1
2
:

Applying Lemma 5, we obtain a projection P ¼ P2 ¼ Pn in BLL2
LðM;E #C Vf Þ

such that

ImðPÞ ¼ cN0
ðDÞP1ðL2

LðM;E#CVf ÞÞ:

Let w2 be a smooth spectral cut such that w2ðtÞcN0
ðtÞ ¼ cN0

ðtÞ: Then

w2ðDÞcN0
ðDÞP1 ¼ cN0

ðDÞP1 and we have

PðL2
LðM;E #C Vf ÞÞ ¼ Im ðw2ðDÞcN0

ðDÞP1ÞCImw2ðDÞ:

On the other hand, since P1w1ðDÞ ¼ w1ðDÞ; we have

w1ðDÞ ¼ cN0
ðDÞw1ðDÞ ¼ cN0

ðDÞP1w1ðDÞ:

This implies that

Im w1ðDÞ ¼ ImðcN0
ðDÞP1w1ðDÞÞCIm ðcN0

ðDÞP1Þ ¼ ImP:

Therefore, Im w1ðDÞCImPCIm w2ðDÞ and P is a spectral section of D: Theorem 3
is proved. &

2.5. Difference classes and the noncommutative spectral flow

We recall the notion of difference class associated to two spectral section. The
definition is already given in [30,31] and it is an easy and natural extension to the
noncommutative setting of the definition given in [25]. We shall need the following
proposition of Wu whose proof (left to the reader) uses the same technique as in the
proof of Theorem 3.

Proposition 3. If there exists a spectral section for D; then for any spectral cut w1;
there is a spectral cut w2 such that w1w2 ¼ w1; and a spectral section R satisfying

Im w1ðDÞCImRCIm w2ðDÞ: Similarly, for any spectral cut w2; there is a spectral cut

w1 such that w1w2 ¼ w1; and a spectral section Q satisfying Im w1ðDÞCIm QCIm w2ðDÞ:

This proposition implies immediately the following:

Corollary 1. Let P1;P2 be two spectral section of D: Then there exist spectral section

R;Q such that for i ¼ 1; 2

PiR ¼ RPi ¼ Pi and PiQ ¼ QPi ¼ Q:
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Definition 4. Let P1 and P2 be two spectral sections of D: Then there exists a class
½P1 �P2	AK0ðLÞ; called the difference class, which is defined as follows: choose a
spectral section Q of D satisfying PiQ ¼ Q ¼ QPi for iAf1; 2g; such a spectral
section Q exists by Corollary 1. Then P1 � Q and P2 � Q are projections in

KLðL2
LðM;E #C Vf ÞÞ and ½P1 �P2	 :¼ ½P1 � Q	 � ½P2 � Q	 is well defined as a

class in K0ðKLðL2
LðM;E #C Vf ÞÞÞ ¼ K0ðLÞ:

Remark. The definition is well posed, independent of the choice of Q: The proof of
this fact proceeds, mutatis mutandis, as in [25, p. 127].

Now we recall Wu’s definition of noncommutative spectral flow; this is an
extension to the noncommutative context of the notion of higher spectral flow given
by Dai and Zhang in [8].
Let ðfuÞuA½0;1	 be a continuous family of maps fu : M-BG: Let ðguÞuA½0;1	; ðhuÞuA½0;1	

and ðrE;uÞuA½0;1	 be continuous families of respectively riemannian metrics on M;

hermitian metrics on E and Clifford unitary connections on ðE; huÞ with respect to gu

for each uA½0; 1	: Let ðDuÞuA½0;1	 be the associated continuous family of Dirac-type

operators, where each Du acts on L2
LðM;E #C Vfu

Þ: Recall that there exists an

isomorphism

U : K1ðC0ð½0; 1	; CÞ#LÞCK1ðLÞ;

which is implemented by the evaluation map f ð�Þ#l-f ð0Þl: Now, assume that the
index dð½wðD0Þ	Þ vanishes in K1ðLÞ; then using the above isomorphism U; one gets

that dð½wððDuÞuA½0;1	Þ	Þ vanishes in K1ðC0ð½0; 1	Þ#LÞ:
Summarizing the family ðDuÞuA½0;1	 admits a (total) spectral sectionP ¼ ðPuÞuA½0;1	:

Definition 5. If Q0 (resp. Q1) is a spectral section associated with D0 (resp. D1) then
the noncommutative spectral flow sfððDuÞuA½0;1	;Q0;Q1Þ from ðD0;Q0Þ to ðD1;Q1Þ
through ðDuÞuA½0;1	 is the K0ðLÞ-class:

sfððDuÞuA½0;1	;Q0;Q1Þ ¼ ½Q1 �P1	 � ½Q0 �P0	AK0ðLÞ:

This definition does not depend on the particular choice of the total spectral
section P ¼ ðPÞuA½0;1	:

If the family is periodic (i.e. D1 ¼ D0) and if we take Q1 ¼ Q0 then the spectral flow
sfððDuÞuA½0;1	;Q0;Q0Þ does not depend on the choice of Q1 ¼ Q0 and defines a K-

theory class which is intrinsically associated to the given periodic family; we shall
denote this class by sfððDuÞuAS1Þ:
More generally we can consider a periodic family of operators ðDuÞ as above but

acting on the fibers of a fiber bundle P-S1 with fibers diffeomorphic to our
manifold M: Also in this case there is a well-defined noncommutative spectral flow
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sf ððDuÞuAS1ÞAK0ðLÞ: We shall encounter an example of this more general situation

in Section 6.

Remark. 1. The spectral flow is additive with respect to the composition of path; this
means that if ðAðtÞÞtA½a;b	 is a 1-parameter family of Dirac-type operators as in

Definition 5 and if ðBðtÞÞtA½b;c	 is a second such family such that BðbÞ ¼ AðbÞ;
then, for the family ðDðtÞÞtA½a;c	 :¼ ðAðtÞÞ,ðBðtÞÞ the following additivity formula

holds

sfððDðtÞÞ;Pa;PcÞ ¼ sfððAðtÞÞ;Pa;PbÞ þ sfððBðtÞÞ;Pb;PcÞ in K0ðCn

r ðGÞÞ: ð23Þ

This formula follows immediately from the definition.
2. For a motivation behind Definition 5 we refer the reader to the original work of

Dai–Zhang [8].
3. The definition of noncommutative spectral flow, together with some

noncommutative extensions of results of Dai–Zhang, have been already published
in [16]. In particular, a formula for the Chern character of the noncommutative
spectral flow was proved there (Theorem 5.3); the formula involves the higher eta
invariant.
4. The definition of noncommutative spectral flow can be given for any 1-

parameter family of Dirac-type operators, not necessarily associated to a variation of
classifying map, of the metrics and of the connection. In fact, the definition can be
easily extended to the more general situation of Dirac-type operators on A-bundles,
as in the work of Mishchenko–Fomenko.

2.6. Existence of spectral sections in the even-dimensional case

Now we consider a smooth closed riemannian manifold M of dimension
2m; a continuous map f : M-BG and a complex hermitian Z2-graded Clifford

module E ¼ Eþ"E�-M endowed with a unitary Clifford connection. LeteMM-M be the G-normal cover of M associated with f : M-BG: Let Vf ¼
L
G eMM-M be the L-flat bundle associated to these data. Then we denote by
D the L-Dirac-type operator acting on CNðM;E#CVf Þ associated to these data.

In fact,

D ¼
0 D�

Dþ 0

 !

defines an odd self-adjoint unbounded regular operator acting on the L-Hilbert
module L2

LðM;E #C Vf Þ:
Let t denotes the grading of L2

LðM;E #C Vf Þ induced by the

grading automorphism tE defining the splitting E ¼ Eþ"E� We clearly have
Dt ¼ �tD:
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Definition 6. A Cl(1)-spectral section forD is a spectral sectionP with the additional
property that

Ptþ tP ¼ t:

Lemma 4.3 of [18] shows the following:

Theorem 4. D admits a Clð1Þ-spectral section PABLðL2
LðM;E #C Vf ÞÞ if and only if

the index of Dþ is zero in K0ðLÞ:

3. Manifolds with boundary, spectral sections and index classes

3.1. APS and b-index classes in the even-dimensional-case

Let ðM; gÞ be a smooth riemannian manifold of dimension n ¼ 2m with boundary,

E ¼ Eþ"E� a Z2-graded hermitian Clifford module endowed with a unitary
Clifford connection r: We assume that on a collar neighborhood ðC½0; 1	 
 @MÞ of
@M; g and r have a product structure. We consider also a finitely generated group

G; a classifying map f : M-BG and denote by L the reduced Cn-algebra of G: LeteMM-M be the associated G-normal cover. We consider Vf ¼ L
G eMM; a flat bundle

over M: These data define a Z2-graded L-linear Dirac type operator D acting
on CNðM;Vf #CEÞ which, in a collar neighborhood ðC½0; 1	 
 @MÞ; may be

written as:

D ¼
0 D�

Dþ 0

 !
;

where Dþ ¼ sDþðdxÞð @
@x

þD0Þ; D0 is the induced boundary operator acting on

the sections of ðVf #CEþÞj@M and D� ¼ s�ð @
@x

þ sþD0s�Þ where we have set

s7 ¼ sD7ðdxÞ: We now consider the L-Hilbert modules L2
LðM;Vf #EÞ and

L2
Lð@M; ðVf #E7Þj@MÞ defined by the above data. Then the operator D0 defines a

self-adjoint regular unbounded L-linear operator acting on L2
Lð@M; ðVf #EÞj@MÞ:

By the cobordism invariance of the index class (see, for example, [16,
Proposition 2.3]) we know that IndD0 is zero in K1ðLÞ; thus Theorem 3 shows

that D0 admits spectral section PABL2
Lð@M; ðVf #EþÞj@MÞ; moreover (see

[16, Theorem 2.6 1]), one may assume that P is a L-pseudo-differential
operator of order zero. Then we define an odd operator acting on

L2
Lð@M; ðVf #EÞj@MÞ by

BP ¼
0 ðId�PÞs�

s�P 0

 !
:
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Next we introduce the domain domðDPÞ of D associated with the global APS-
boundary condition defined by P:

domðDPÞ ¼ fxAH1
LðM;Vf #EÞ=BPðxj@MÞ ¼ 0g

and will denote by DP the restriction of D to domðDPÞ: In a similar and obvious

way one defines D7
P : We also set

domðD2
PÞ ¼ fxAdomðDPÞ=DðxÞAdomðDPÞg:

Then Wu has shown in [31, p. 174], that the heat operator HðsÞ ¼ e�sDþ
P
D�

P is well

defined for s real 40 as a L-compact operator sending L2
LðM;Vf #EÞ into

domðD2
PÞ and that IdþD2

P is invertible with an inverse being L-compact. Thus
D�

P3
RþN

0 HðsÞ ds is a parametrix for Dþ
P and Dþ

P is indeed a L-Fredholm operator

from dom ðDþ
PÞ to L2

LðM;Vf #E�Þ; we will denote by IndAPSðDþ;PÞAK0ðLÞ the
associated higher (APS) index class.
Now we are going to recall the definition of the b-higher index class (see [14,16])

associated to Dþ: For background material on the b-calculus we refer the reader to
the basic reference [24]. According to [31,16] there exists a L-compact self-adjoint
operator A0

PAKL2
Lð@M; ðVf #EÞj@MÞ such that Dþ

0 þA0
P is invertible and

P ¼ 1

2
Idþ Dþ

0 þA0
P

jDþ
0 þA0

Pj

 !
:

It is proved in [16, Proposition 2.10] that the operator A0
P can be chosen to be a L-

smoothing operator.
We add to M a cylinder ½0; 1	 
 @M and still denote by M the extended manifold.

Then we extend the metric g to a b-metric having a product structure ðdx
x
Þ2 þ g@MðyÞ

on ½0; 1=2	 
 @M (this amounts to add an infinite cylinder). Then we denote by bD

the b � L-operator associated to D acting on L2
b;LðM;Vf #EÞ (see [14, Section 11]).

Let rACN

c ðR;RþÞ be a nonnegative even smooth test function such thatR
R
rðxÞ dx ¼ 1: We set reðxÞ ¼ 1

e rðx
eÞ and then consider the Fourier transform of re:

brereðzÞ ¼ Z
R

e�itzr
t

e

� �
e�1 dt:

Then there exists an operator APAC�N

b;L ðM;Vf #Eþ;Vf #E�Þ such that the

indicial family of bDþ þAP is given by

IðbDþ þAP; zÞ ¼ D0 þ iz þ brereðzÞA0
P

and is invertible for any zAR (see [25,16, Lemma 6.1]). So bDþ þAP belongs to

the b � L-calculus and is a L-Fredholm operator from H1
b;LðM;Vf #EþÞ to
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L2
b;LðM;Vf #E�Þ: We shall denote by IndbðbDþ;PÞAK0ðLÞ the associated higher

index class.

Theorem 5. With the above notations, the following equality holds:

IndAPSðDþ;PÞ ¼ IndbðbDþ;PÞ:

Proof. Let jACNð½0; 1	; ½0; 1	Þ; such that jðxÞ ¼ 0 for 3
4
pxp1 and jðxÞ ¼ 1 for

0pxp1
2
: For each tA½0; 1	; one defines two perturbed Dirac-type L-linear operators

by setting: DþðtÞ ¼ sþð @
@x

þD0 þ tjðxÞA0
PÞ and: D�ðtÞ ¼ s�ð @

@x
þ sþðD0 þ

tjðxÞA0
PÞs�Þ: We then set

DðtÞ ¼
0 D�ðtÞ

DþðtÞ 0

 !
:

Wu has constructed (see [31]) for each s40 a heat operator e�sD2ð1Þ which sends

L2
LðM;Vf #EÞ into domðD2

PÞ: Observe that for each tA½0; 1	; D2ð1Þ �D2ðtÞ is a
smoothing operator. Thus, using Duhamel expansion’s formula one then defines

for each s40 the heat operator e�sD2ðtÞ which sends L2
LðM;Vf #EÞ into

dom ðD2
PÞ: Then,

D�ðtÞ
Z þN

0

e�sDþðtÞD�ðtÞ ds

defines a parametrix for DþðtÞ: So the ðDþðtÞÞtA½0;1	 define a continuously family of

L-Fredholm operators from H1
LðM;Vf #EþÞ to L2

LðM;Vf #E�Þ: Thus for any

tA½0; 1	; IndAPSðDðtÞþ;PÞ ¼ IndAPSðDð1Þþ;PÞ: Now, following closely the argu-

ments of Section 10 of [12], one easily checks that Dð1Þþ induces a L-Fredholm
operator, denoted cylDð1Þþ from H1

b;LðM;Vf #EþÞ to L2
b;LðM;Vf #E�Þ and that:

IndðcylDð1ÞþÞ ¼ IndbðbDþ;PÞAK0ðLÞ;

IndðcylDð1ÞþÞ ¼ IndAPSðDð1Þþ;PÞ:

Since we have seen that IndAPSðDð1Þþ;PÞ ¼ IndAPSðDð0Þþ;PÞ the theorem is
proved. &

By combining the previous theorem and Proposition 6.1 of [18], i.e. the relative
index theorem for b-index classes, one gets at once the following relative index
theorem for APS-index classes:
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Theorem 6. With the above notations, let P; P0 be two spectral section for D0: Then

one has

IndAPSðDþ;PÞ � IndAPSðDþ;P0Þ ¼ ½P0 �P	AK0ðLÞ:

3.2. APS- and b-index classes in the odd-dimensional case

We shall now address the odd-dimensional case. Let ðM; gÞ be a smooth
riemannian manifold with boundary of dimension n ¼ 2m þ 1; E a hermitian
Clifford module endowed with a unitary Clifford connection r:We assume that in a
collar neighborhood of @M; (C½0; 1	 
 @M ¼ fðx; yÞg), g and r have a product

structure. We fix a Clifford action Cl@ of Tn@M on E0 ¼ Ej@M by setting for any

ZATn@M; Cl@ðZÞ ¼ ClðdxÞClðZÞ where Cl denotes the Clifford action of TnM on E:

We set t ¼
ffiffiffiffiffiffiffi
�1

p
ClðdxÞ; since t2 ¼ Id; E0 ¼ Eþ

0 "E�
0 is Z2-graded with E7

0 ¼
kerðt�7IdÞ:
We consider a finitely generated group G; and a classifying map f : M-BG: These

data define as before a L-linear Dirac type operator D acting on CNðM;Vf #C EÞ
which, in a collar neighborhood ðC½0; 1	 
 @MÞ; may be written as:

D ¼ sDðdxÞ @

@x
þD0


 �
;

where D0 is the induced boundary Z2-graded operator acting on the section of
ðVf #C EÞj@M : The operator D0 is a self-adjoint regular unbounded L-linear

operator acting on L2
Lð@M; ðVf #EÞj@MÞ; we know that IndD0 is zero in K0ðLÞ;

so Theorem 4 shows that D0 admits a Clð1Þ-spectral section PABL2
Lð@M;

ðVf #EÞj@MÞ; by definition we have tPþPt ¼ t: One may assume as in the even

case that P is a L-pseudo-differential operator of order zero. We fix such a Clð1Þ-
spectral section P in the rest of this section. We can find (proceeding as in the even-

dimensional case) a self-adjoint odd L-compact operator A0
P acting on

L2
Lð@M; ðVf #EÞj@MÞ such that D0 þA0

P is invertible and

P ¼ 1

2
Idþ D0 þA0

P

jD0 þA0
Pj

 !
: ð24Þ

The fact that A0
P be odd is implied by the condition tPþPt ¼ t; as in [26].

We denote by bD the b-operator induced by D: Proceeding as in [25, Lemma 9]
and in [16], one checks the existence of a self-adjoint operator APAC�N

b;L

ðM;Vf #E;Vf #EÞ with indicial family is given by

IðbDþA; zÞ ¼ D0 þ iz þ brere ðzÞA0
P: ð25Þ

This indicial family is invertible for any zAR:
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Proposition 4. The operator bDþAP is self-adjoint regular on L2
b;LðM;Vf #EÞ:

Proof. We follow [31, p. 174]. Proceeding as in [17, p. 328] and as in [25, Proposition

8] one constructs for any s40 a heat operator HðsÞ ¼ e�sðbDþAPÞ2 such that R ¼RþN

0 e�s HðsÞ ds sends L2
b;LðM;Vf #EÞ into H2

b;LðM;Vf #EÞ and ðIdþ ðbDþ
APÞ2Þ3R ¼ Id: Thus ðIdþ ðbDþAPÞ2Þ is surjective. Moreover, for any x; x0AH1

b;L

ðM;Vf #EÞ one has

/ðbDþAPÞðx1Þ; x2S ¼ /x1; ðbDþAPÞðx2ÞSAL;

which completes the proof of the proposition. &

Proceeding along the same lines, one proves the following:

Proposition 5. Let DAPS
P be the operator induced by D defined on the domain

domðDAPS
P Þ ¼ fxAH1

b;LðM;Vf #EÞ=Pðxj@MÞ ¼ 0g: Then DAPS
P is a self-adjoint

unbounded regular operator on L2
LðM;Vf #EÞ:

Definition 7. One defines two suspended families indexed by tA½0;p	 by the following
two formulae:

(1)ðSðbDþAPÞÞt :¼
ffiffiffiffiffi
Id

p
þ ðbDþAPÞ2 cos t þ

ffiffiffiffiffiffiffi
�1

p
ðbDþAPÞ sin t:

The family SðbDþAPÞ ¼ ðSðbDþAPÞÞtA½0;p	 defines a ðC0
c ð	0; p½Þ#LÞ-linear

operator acting on C0
c ð	0; p½Þ#H1

b;LðM;Vf #EÞ:

(2)ðSðDAPS
P ÞÞt :¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Idþ ðDAPS

P Þ2
q

cos t þ
ffiffiffiffiffiffiffi
�1

p
DAPS

P sin t:

The easy proof of the next proposition is left to the reader.

Proposition 6. (1) The index class IndðSðbDþAPÞÞ is well defined in

K0ðC0
c ð	0; p½Þ#LÞCK1ðLÞ:

(2) The index class IndðSðDAPS
P ÞÞ is well defined in K0ðC0

c ð	0; p½Þ#LÞCK1ðLÞ:

We can use suspension in order to extend to the odd-dimensional case Definition
4. We follow Proposition 4 of [26].

Definition 8. Consider two Clð1Þ-spectral section P1;P2 of D0; let A
0
Pj

ðjAf1; 2gÞ be
a Z2-graded self-adjoint L-compact operator acting on L2

Lð@M; ðVf #EÞj@MÞ such
that for each jAAf1; 2g; D0 þA0

Pj
is invertible and

Pj ¼
1

2
Idþ

D0 þA0
Pj

jD0 þA0
Pj
j

 !
:
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Then for any tA½0; p	;

D
j
0ðtÞ ¼ tðIdþ ðD0 þA0

Pj
Þ2Þ1=2 cos t þ ðD0 þA0

Pj
Þ sin t

is invertible, where t ¼
ffiffiffiffiffiffiffi
�1

p
ClðdxÞ is the involution of E@M : Let PjðtÞ denote the

projection onto the positive part of D
j
0ðtÞ: According to Corollary 1, we consider a

continuous family ðQðtÞÞtA½0;p	 of projections in BLL2
Lð@M; ðVf #EÞj@MÞ such that

for any tA½0; p	 and jAf1; 2g; PjðtÞQðtÞ ¼ QðtÞPjðtÞ ¼ QðtÞ: Then

½P1 � P2	 ¼ ½ðP1ðtÞ � P2ðtÞÞt	 ¼ ½ðP1ðtÞ � QðtÞÞt	 � ½ðP2ðtÞ � QðtÞÞt	

is a well-defined class in K0ðC0
c ð	0; p½Þ#LÞCK1ðLÞ which does not depend on the

choice of A0
Pj

ðjAf1; 2gÞ and ðQðtÞÞtA½0;p	:

Remark. In fact the previous definition of difference class ½P1 � P2	 holds equally
well when one replaces @M (resp. f : @M-BG) by a closed manifold F (resp. a map
f 0 : F-BG) which is not necessarily the boundary of a manifold.

There is a third index class that one can consider. Following [26], we are going to

associate a Dirac suspension to the L-operator bDþAP: For any yAR=2pZ; we
denote by Ly the line bundle over R=pZ obtained by identifying ð0; vÞ with

ðp; expð�
ffiffiffiffiffiffiffi
�1

p
yÞvÞ; vAC: Notice that the first circle has length 2p whereas the second

circle has length p: We then denote by L the bundle of C0ðR=pZÞ-modules over
R=2pZ whose fiber over yAR=2pZ is given by Ly ¼ C0ðR=pZ;LyÞ (recall that the
Ly are topologically trivial). We set

SL ¼ C0ðR=pZÞ#L:

Proposition 7. One can define a Dirac suspension of bDþAP which is a Z2-graded

SL-Fredholm operator, bDS
P:

H1
b;SLðR=2pZ
 M;L#C Vf #E#C2Þ-L2

b;SLðR=2pZ
 M;L#C Vf #E#C2Þ;

which thus has a well-defined index class Ind ðbDS
PÞAK0ðSLÞ:

Proof. We follow Section 5 of [26] and explain the modifications that are needed in
the present noncommutative context. We introduce the following operator acting on
CNðR=2pZ;LÞ:

@L ¼ �
ffiffiffiffiffiffiffi
�1

p @

@y
þ

ffiffiffiffiffiffiffi
�1

p t � 1
2

p
:

Then, for each yAR=2pZ and nAZ; we consider the section enðt; yÞ of Ly defined by

enðt; yÞ ¼ e
ffiffiffiffiffi
�1

p
ny if tA½0; p½ and enðt; yÞ ¼ e

ffiffiffiffiffi
�1

p
ðn�1Þy if t ¼ p: Next, we fix e40
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and d40 two small (enough) reals and a function fe;dACN

c ð½0; p	 
 RÞ which is equal
to zero on f0g 
 R and f1g 
 R and equal to one on ½d; p� d	 
 ½�1e ; 1e	: Then we

introduce the C0ðR=pZÞ-linear operator Re;d acting on CNðR=2pZ;LÞ and defined

by the following Schwartz kernel:

KðRe;dÞðt; y; t0; y0Þ ¼
X
nAZ

fe;d t; n þ ðt � 1=2Þ
p


 �
dt¼t0#ðenðt; yÞ#enðt; y0ÞÞ:

Then the required Dirac suspension bDS
P is defined to be

0 @L#Idþ Id#
ffiffiffiffiffiffiffi
�1

p
Dþ Re;d#

ffiffiffiffiffiffiffi
�1

p
A

@L#Id� Id#
ffiffiffiffiffiffiffi
�1

p
D� Re;d#

ffiffiffiffiffiffiffi
�1

p
A 0

 !
:

This operator is the sum of a Dirac b�SL-operator and a b�SL operator of order
�N; moreover its indicial family is invertible for zAR; it follows from [16] that the
operator is SL-Fredholm. The proposition is proved. &

In the next theorem we relate the three index classes introduced above; we also
state the relative index theorem in the odd-dimensional case. We devote the next
subsection to its proof.

Theorem 7. With the notation introduced above we have:

(1) Ind ðSðbDþAPÞÞ ¼ Ind ðSðDAPS
P ÞÞ:

(2) Let j : K0ðC0
c ð	0; p½Þ#LÞ-K0ðSLÞ be the map induced by the inclusion

	0; p½-R=pZ: Then

jðInd ðSðbDþAPÞÞÞ ¼ Ind ðbDS
PÞAK0ðSLÞ:

(3) Let P1;P2 be two Clð1Þ-spectral section for D0; then

IndðSðDAPS
P1

ÞÞ � IndðSðDAPS
P2

ÞÞ ¼ ½P2 �P1	AK1ðLÞ:

We can also give the odd-dimensional version of Definition 5 thus introducing the
noncommutative spectral flow for an odd-dimensional manifold F endowed with a
Z2-graded hermitian Clifford module E:
Let ðfuÞuA½0;1	 be a continuous family of maps fu : F-BG: Let ðguÞuA½0;1	; ðhuÞuA½0;1	;

and ðrE;uÞuA½0;1	 be continuous families of respectively riemannian metrics on F ;

hermitian metrics on E; and Clifford unitary connections on ðE; huÞ with respect to
gu for each uA½0; 1	: Let ðDuÞuA½0;1	 be the associated continuous family of odd Dirac-

type operators (as above) where eachDu acts on L2
LðM;E #C Vfu

Þ: Assume that the
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index IndDþ
0 vanishes in K0ðLÞ: Then Ind ðDþ

u ÞuA½0;1	 vanishes in K0ðC0ð½0; 1	Þ#LÞ
and thus ðDuÞuA½0;1	 admits a Clð1Þ-spectral section ðPuÞuA½0;1	:

Definition 9. If Q0 (resp. Q1) is a Clð1Þ-spectral section associated with D0 (resp. D1)
then the noncommutative spectral flow sfððDuÞuA½0;1	;Q0;Q1Þ from ðD0;Q0Þ to

ðD1;Q1Þ through ðDuÞuA½0;1	 is the K1ðLÞ-class:

sfððDuÞuA½0;1	;Q0;Q1Þ ¼ ½Q1 �P1	 � ½Q0 �P0	AK1ðLÞ:

This definition does not depend on the particular choice of the spectral section
ðPuÞuA½0;1	: If moreover the family is periodic (i.e. D0 ¼ D1) and if we take Q0 ¼ Q1

then sf ððDuÞuA½0;1	;Q0;Q0Þ does not depend on the choice of Q0 ¼ Q1:

Remark. As in the even case, the definition of noncommutative spectral flow can be
given for any 1-parameter family of Dirac-type operators.

3.3. Proof of Theorem 7

This section can be skipped at first reading. We shall adapt to the noncommutative
context the arguments in [26]. This proceeds in a rather straightforward way; in fact,
the suspension-arguments do not distinguish very much between the commutative
and noncommutative context.

(1) Our goal is to show that Ind ðSðbDþAPÞÞ ¼ Ind ðSðDAPS
P ÞÞ: We adapt to the

noncommutative setting the proof of Proposition 5 of [26]; we shall also employ
arguments used in a similar proposition proved in [12, Theorem 10.1]. Let
jACNð½0; 1	; ½0; 1	Þ such that jðxÞ ¼ 1 for 0pxp1=2 and jðxÞ ¼ 0 for 3=4px:
By considering the family of operators

DðtÞ ¼ sD
@

@x
þD0 þ tjðxÞA0

P


 �
and using an homotopy argument one can replace, in the definition of DAPS

P ; D by

Dð1Þ: We shall denote by DAPS
P ð1Þ the associated self-adjoint L-Fredholm operator.

Then let m40 such that ½�m; m	-specðD0 þA0
PÞ ¼ |: We observe that we do not

change the index class if, in Definition 7, we take instead of ððSðDAPS
P ÞÞtÞ the family:

ðDAPS
P ð1Þ þ s

ffiffiffiffiffiffiffi
�1

p
IdÞsA½�m=2;m=2	: Now, for any sA½�m=2; m=2	 we set

Ps
ffiffiffiffiffi
�1

p ¼ 1

2
Idþ D0 þA0

P þ s
ffiffiffiffiffiffiffi
�1

p
t

jD0 þA0
P þ s

ffiffiffiffiffiffiffi
�1

p
tj

 !
:

Proceeding as in [26, p. 303], using the family ðPts
ffiffiffiffiffi
�1

p ÞtA½0;1	 and an homotopy

argument, one checks easily the following:
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Lemma 6. Ind ðSðDAPS
P ÞÞ coincides with the index class defined by the suspended

family (parametrized by sA½�m=2; m=2	):

DAPS
P ð1Þ þ s

ffiffiffiffiffiffiffi
�1

p
Id : Doms-L2

LðM;Vf #EÞ;

Doms ¼ fuAH1
LðM;Vf #EÞ=Ps

ffiffiffiffiffi
�1

p ðxj@MÞ ¼ 0g:

Now we extend M to a manifold Me; with cylindrical end and the boundary
defining functions related by x ¼ expðx̃Þ: Let us fix wACNðR;RÞ such that wðxÞ ¼ 1
for xo1 and wðxÞACNðMeÞ has support in the collar neighborhood of the

boundary. Following closely [26, p. 303], we embed Doms into H1
b;LðMe;Vf #EÞ

and obtain the decomposition

Doms " Gs ¼ H1
b;LðMe;Vf #EÞ;

where

Gs ¼ fuAH1
b;LðMe;Vf #EÞ=Ps

ffiffiffiffiffi
�1

p ðujx¼1Þ ¼ ujx¼1 and 8x41 u ¼ wðxÞujx¼1g:

Moreover, Dð1Þ induces an operator, denoted cylDP from H1
b;LðMe;Vf #EÞ to

L2
b;LðMe;Vf #EÞ: Then, proceeding as in [26, pp. 303–304], one checks easily that

for sA	 � m; m½; cylDP �
ffiffiffiffiffiffiffi
�1

p
s Id induces an invertible operator from Gs onto its

range denoted Hs and that

L2
b;LðMe;Vf #EÞ ¼ L2ðM;Vf #EÞ"Hs:

From this and Lemma 6, we conclude that Ind ðSðDAPS
P ÞÞ ¼ Ind ðSðcylDPÞÞ: Lastly,

an homotopy argument (see [12, Section 10]) shows that IndðSðbDþAPÞÞ ¼
Ind ðSðcylDPÞÞ which completes the proof of (1).

(2) Let j : K0ðC0
c ð	0; p½Þ#LÞ-K0ðSLÞ be the map induced by the inclusion

	0; p½-R=pZ: Our goal is to prove that jðInd ðSðbDþAPÞÞÞ ¼ Ind ðbDS
PÞAK0ðSLÞ:

We observe that L2
b;SLðR=2pZ
 M;L#C Vf #E#C2Þ is isomorphic to the

field of continuous L-Hilbert modules over R=pZ given by "nAZ Cenðt; :Þ#
L2

b;LðM;Vf #E#C2Þ: Now an easy translation in the noncommutative setting of

the proof of the Proposition 6 of [26, pp. 308–309] allows to finish the proof of (2).
(3) We shall now prove the relative index theorem in the odd-dimensional case

IndðSðDAPS
P1

ÞÞ � Ind ðSðDAPS
P2

ÞÞ ¼ ½P2 �P1	AK1ðLÞ: We follow the proof of Propo-

sition 11 of [26] and explain the modifications allowing to extend it to our
noncommutative setting. We fix three real numbers, ao0; b41 and e40: We
consider a function ceðt; lÞACNð½0; pÞ 
 RÞ which vanishes on the complement of
the open rectangle 	0; p½
	a; a þ bp½ and is equal to one on the rectangle ½e; p� e	 

½a þ e; a þ bp� e	: Next we introduce the C0ðR=pZÞ-linear operator Re acting
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on CNðR=2pZ;LÞ and defined by the following Schwartz kernel:

KðReðt; y; t0; y0ÞÞ ¼
X
nAZ

ce t; n þ ðt � 1=2Þ
p


 �
dt¼t0#ðenðt; yÞ#enðt; y0ÞÞ:

We fix two operators A0
Pj

ðjAf1; 2gÞ as in Definition 8 and we associate to them two

operators A0
Pj

as in (25). Then, we consider the Dirac suspension bDS
Pj

defined by

0 @L#Idþ Id#
ffiffiffiffiffiffiffi
�1

p
Dþ Re#

ffiffiffiffiffiffiffi
�1

p
APj

@L#Id� Id#
ffiffiffiffiffiffiffi
�1

p
D� Re#

ffiffiffiffiffiffiffi
�1

p
APj

0

 !
:

Next we observe that L2
b;SLðR=2pZ
 @M;L#C Vf # Ej@MÞ is isomorphic to the

field of continuous L-Hilbert modules over R=pZ given by V0ðtÞ"VðtÞ where

V0ðtÞ ¼ Ce0ðt; :Þ#L2
Lð@M;Vf #Ej@MÞ;

VðtÞ ¼ "
nAZ\f0g

Cenðt; :Þ#L2
Lð@M;Vf #Ej@MÞ;

where we have written Vf instead of ðVf Þj@M :

Now we consider the two following families of operators:

ðIdþ ðD0 þA0
Pj
Þ2Þ1=2t cos t þ ðD0 þA0

Pj
Þ sin t; ð26Þ

Idþ D0 þ ce t;
ðt � 1=2Þ

p


 �
A0

Pj


 �2
 !1=2

t cos t

þ D0 þ ce t;
ðt � 1=2Þ

p


 �
A0

Pj


 �
sin t; ð27Þ

where jAf1; 2g: Observe that for each tAð0; p	; the operators of (26) and (27) are
invertible, then by considering the projections onto their positive part, one defines
the class ½Pe

2 �Pe
1	AK1ðLÞ exactly as in Definition 8. Proceeding as in [26, pp. 316–

317], one checks that

½Pe
2 �Pe

1	 ¼ IndðSðDAPS
P1

ÞÞ � Ind ðSðDAPS
P2

ÞÞ:

Since the operators in (26) and (27) are invertible and coincide for at least one real
tA	1=2; p	; we have ½Pe

2 �Pe
1	 ¼ ½P2 �P1	:

The theorem is now completely proved.
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4. A splitting formula for index classes

4.1. The even-dimensional case

In this section we shall establish a splitting (or gluing) formula for index classes;
this result is stated without proof in [19]. Our first task consists in computing higher
APS-index classes for the cylinder in the even-dimensional case.
Let N be a closed manifold of dimension 2m þ 1; f : N-BG a continuous map

and E-N be a Clifford hermitian module over N endowed with a unitary Clifford
connection. Let DN be the associated L-Dirac-type operator acting on

L2
LðN;Vf #EÞ: We fix a constant map c : ½�1; 1	-BG: Let D be the associated

Z2-graded Dirac-type operator acting on L2
Lð½�1; 1	 
 N;Vf
c#E#C2Þ; with

boundary operator equal to DN at f�1g 
 N and �DN at f1g 
 N (notice that the
normals to the two components of the boundary are inward pointing at �1
 N and
outward pointing at f1g 
 N: We fix a spectral section P at f�1g 
 N for the
boundary operator outward pointing at f�1g 
 N and consider the spectral section
Id�P at f1g 
 N:

Lemma 7.

IndAPSðD;P; Id�PÞ ¼ 0AK0ðLÞ:

Proof. Let A0
P be a self-adjoint L-compact operator such that DN þA0

P is

invertible andP is the projection onto to the positive part of DN þA0
P:We consider

the operator cylDP defined by

0 cylD�
P

cylDþ
P 0

 !
;

where cylDþ
P ¼ Clð dx

1�x2
Þðð1� x2Þ @

@x
þDN þA0

PÞ and cylD�
P is the adjoint of cylDþ

P:

The boundary operator of cylDþ
P at f71g 
 N is8ðDN þA0

PÞ: Then, proceeding as
in Section 10 of [12], one checks that cylDP is L-Fredholm from H1

b;Lð½�1; 1	 

N;Vf
c#E#C2Þ to L2

b;Lð½�1; 1	 
 N;Vf
c#E#C2Þ and that IndAPSðD;P; Id�
PÞ ¼ IndðcylDþ

PÞ: But using Mellin transform on the cylinder one sees that cylD2
P is

invertible, because x2 þ ðDN þA0
PÞ

2 is invertible on L2ðR; dxÞ#L2
LðN;Vf #EÞ: So

the index class is zero, which proves the lemma. &

Lemma 8. We use the notations of the previous lemma. Let P and Q be two spectral

section for DN at f�1g 
 N: Then

IndAPSðD;P; Id� QÞ ¼ ½Q�P	AK0ðLÞ:
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Proof. Theorem 6 implies that

IndAPSðD;P; Id� QÞ � IndAPSðD;P; Id�PÞ ¼ ½Q�P	:

Since Lemma 7 implies that IndAPSðD;P; Id�PÞ ¼ 0 one gets immediately the
lemma. &

Now we are going to prove the gluing formula for index classes; before stating it,
we introduce suitable notations. Let ðM; gÞ be a smooth closed riemannian manifold
dimension n ¼ 2m; E ¼ Eþ"E� a Z2-graded hermitian Clifford module endowed
with a unitary Clifford connection r: We consider also a finitely generated group G;
a classifying map f : M-BG and denote by L the reduced Cn-algebra of G: LeteMM-M be the associated G-normal cover. We consider the following flat bundle
over M:

Vf ¼ L
G eMM:

These data define a Z2-graded L-linear Dirac-type operator D acting on

L2
LðM;Vf #EÞ: This operator has a well-defined index class IndðDþÞAK0ðLÞ: Let

F be a closed cutting hypersurface of M such that M ¼ Mþ,M� where M7 are two
manifolds whose (common) boundary is F : We assume that all these data have a
product structure near F : Let P and Q be two spectral section for the boundary
operator of the operator induced by the restriction DjMþ of D to Mþ; observe that

Id� Q is a spectral section for the boundary operator of DjM� :

Theorem 8. IndðDþÞ ¼ IndAPS ðDþ
jMþ

;PÞ þ IndAPSðDþ
jM�

; Id� QÞ þ ½P� Q	:

Proof. One just has to adapt to the noncommutative setting (and the even-
dimensional case) the proof of Theorem 3.1 of [7]. Thus following an idea of Bunke
[4], one considers a unitary map W ¼ a þ b þ c � d from

L2
LðM;Vf #EÞ"L2

Lð½�1; 1	 
 F ; ðVf #EÞ½�1;1	
F Þ

to

L2
LðMþ,½0; 1	 
 F ; ðVf #EÞMþ,½0;1	
F Þ"L2

LðM�,½�1; 0	


 F ; ðVf #EÞM�,½�1;0	
F Þ;

where a; b; c; and d are defined as in [7, p. 315]. Then one finishes the proof as
in [7] by using Lemma 8 instead of Theorem 3.3 of [7]. We omit the (easy)
details. &

Remark. In this even-dimensional case, but for more general boundary value
problems, Hilsum has also established the above gluing result, with a different proof.
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See [9, Theorem 9.2]. Notice that our formula

Ind ðDþÞ ¼ IndAPS ðDþ
jMþ

;PÞ þ IndAPSðDþ
jM�

; Id�PÞ

is a direct consequence of the APS-theory on Galois coverings developed in [16,31]
and of the ideas of Bunke (and Dai–Zhang). This much has been known to us since
the appearance of [7] and of [15], but the lack of geometric applications of such a
formula has held us from publishing the result until now; the applications we shall
give, in Section 6, to the cut-and-paste invariance of higher signatures seem to be a
good enough motivation to finally write down the (easy) proof.

4.2. The odd-dimensional case

Our next task consists in computing higher APS-index classes for the cylinder in
the odd-dimensional case. Let N be a closed manifold of dimension 2m; f : N-BG
a continuous map and E-N be a Z2-graded Clifford hermitian module over N

endowed with a unitary Clifford connection. Let DN be the associated L-Dirac-type
operator acting on L2

LðN;Vf #EÞ: We fix a constant map c : ½�1; 1	-BG: Let D be

the associated Z2-graded Dirac-type operator acting on L2
Lð½�1; 1	 
 N;Vf
c#

E#C2Þ; with boundary operator equal to 7DN at f81g 
 N: We fix a Clð1Þ-
spectral section P at f�1g 
 N and consider the Clð1Þ-spectral section Id�P
at f1g 
 N:

Notation. In order to simplify the notation we denote by IndAPSðD;PÞ the K1-index
class appearing in the statement of Theorem 7.

The proof of the following lemma is basically the same as the one of Lemma 7 and
will be omitted.

Lemma 9.

IndAPSðD;P; Id�PÞ ¼ 0AK0ðC0
c ð	0; p½Þ#LÞCK1ðLÞ:

Lemma 10. We use the notations of the previous lemma. Let P and Q be two Clð1Þ-
spectral section for DN at f�1g 
 N: Then

IndAPSðD;P; Id� QÞ ¼ ½Q�P	AK1ðLÞ

Proof. Theorem 7.3 implies that

IndAPSðD;P; Id� QÞ � IndAPSðD;P; Id�PÞ ¼ ½Q�P	:
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Since Lemma 9 implies that IndAPSðD; Id�P;PÞ ¼ 0 one gets immediately the
lemma. &

Let ðM; gÞ be a smooth closed riemannian manifold dimension n ¼ 2m þ 1; E a
hermitian Clifford module endowed with a unitary Clifford connection r: As in the
even case we consider a finitely generated group G; a classifying map f : M-BG and

denote by L the reduced Cn-algebra of G and by

Vf ¼ L
G eMM
the associated flat bundle. These data define a L-linear unbounded self-adjoint

Dirac-type operator D acting on L2
LðM; ðVf #EÞÞ: This operator has a well-defined

index class IndðDÞAK1ðLÞ which is defined by suspension. Let F be a closed cutting
hypersurface of M such that M ¼ Mþ,M� where M7 are two manifolds whose F

has (common) boundary is F :We assume that all these data have a product structure
near F : Let P and Q be two Clð1Þ-spectral section for the boundary operator of the
operator induced by the restriction DjMþ of D to Mþ: Then we have

Theorem 9. Ind ðDÞ ¼ IndAPS ðDjMþ ;PÞ þ IndAPSðDjM� ; Id� QÞ þ ½P� Q	:

Proof. Once again the proof of Theorem 3.1 of [7] (which follows an idea of
Bunke [4]) extends without problems; we simply have to use Lemma 10 instead of
Theorem 3.3 of [7]. We omit the details. &

5. Index classes and the noncommutative spectral flow

5.1. A variational formula for APS-index classes

Let X be an even-dimensional riemannian manifold with boundary and let E be a
Z2-graded complex vector bundle over X : We assume that there exists a 1-parameter
family of riemannian metrics fguguA½1;2	 on X and a 1-parameter family of hermitian

metrics fhE
u guA½1;2	 on E so that ðE; huÞ is a unitary Z2-graded Clifford module for

ðX ; guÞ: We also assume that there is a 1-parameter family of connections rE;u that

are unitary with respect to hE
u and Clifford with respect to the Levi–Civita

connection associated to gu: We assume that these data depend continuously on

uA½1; 2	: Let Du be the Dirac operator associated to ðgu; hE
u ;rE;uÞ: Let

fu : X-BG; uA½1; 2	 be a 1-parameter family of continuous maps. Let fDuguA½1;2	;

Du : CNðX ;E#VuÞ-CNðX ;E#VuÞ; be the resulting family of Cn
r ðGÞ-linear

operators.

Proposition 8. Let us denote by fðDuÞ0g the family of boundary operators associated

to fDu; uA½1; 2	g: We fix noncommutative spectral section P1; P2 for ðD1Þ0
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and ðD2Þ0; respectively. Then

IndAPS ðDþ
2 ;P2Þ � IndAPSðDþ

1 ;P1Þ ¼ sfðfðDuÞ0g;P2;P1Þ in K0ðCn

r ðGÞÞ: ð28Þ

Proof. We are going to extend to the noncommutative setting the proof of Theorem
5.2 of [8]. Let ðQðuÞÞuA½1;2	 be a total spectral section for the family fðDuÞ0; uA½1; 2	g:
Then we get a continuous family of elliptic boundary value problems ðDu;QðuÞÞ;
1pup2: By the homotopy invariance of the K-theoretic index class we get

IndðDþ
1 ;Qð1ÞÞ ¼ IndððDþ

2 ;Qð2ÞÞ:

By the relative index Theorem 6 we get

IndðDþ
1 ;Qð1ÞÞ ¼ IndðDþ

1 ;P1Þ þ ½P1 � Qð1Þ	

and

IndðDþ
2 ;Qð2ÞÞ ¼ IndðDþ

2 ;P2Þ þ ½P2 � Qð2Þ	:

The proposition is then an immediate consequence of the definition of the higher
spectral flow and of the three previous equalities. &

Remark. 1. A similar result holds for any 1-parameter family of Dirac-type
operators, not necessarily defined by a variation of the geometric data.
2. One can immediately extend the previous proposition to the odd-dimensional

case; in such a case we need to fix Clð1Þ-spectral section.

Notation. In order to treat simultaneously the odd- and even-dimensional case, from
now on we shall not write the superscript þ in the even-dimensional case (see
formula (28)); thus both in the even- and in odd-dimensional case we shall simply

write IndAPSðD;PÞ for the index class associated to D and the choice of a spectral
section for the boundary operator. We shall implicitly choose Clð1Þ-spectral section
in the odd-dimensional case.

5.2. Index classes on the cylinder and the noncommutative spectral flow

It is well known that for a smooth 1-parameter family fDðuÞguA½0;1	 of Dirac

operators on a closed odd-dimensional manifold N; there is a formula equating the
spectral flow of fDðuÞguA½0;1	 to the index of the operator @=@u þ DðuÞ on the

cylinder ½0; 1	 
 N with APS-boundary conditions. In this section we shall extend
this result to the higher case. Thus let fDðuÞguA½0;1	 be a smooth family of L-linear
Dirac-type operators as in Section 2.5; without loss of generality we may assume that
this family is constant near u ¼ 0 and 1. We first treat the case in which N is odd
dimensional. We fix reference spectral section Q0 and Q1 for Dð0Þ and Dð1Þ

E. Leichtnam, P. Piazza / Journal of Functional Analysis 200 (2003) 348–400 383



respectively; we can consider the noncommutative spectral flow sfðfDðuÞg;
Q0;Q1ÞAK0ðLÞ and the index class, associated to the cylinder ½0; 1	 
 N;

IndAPS
@

@u
þDðuÞ;Q0; Id� Q1


 �
AK0ðLÞ:

Theorem 10. The following formula holds in K0ðLÞ:

IndAPS
@

@u
þDðuÞ;Q0; Id� Q1


 �
¼ sf ðfDðuÞg;Q0;Q1Þ: ð29Þ

Proof. Consider a total spectral section ðPuÞuA½0;1	 for our family fDðuÞguA½0;1	: We

attach a cylinder ½�1; 0	 
 N on the left of our cylinder ½0; 1	 
 N; we also attach a

cylinder ½1; 2	 
 N on the right and consider the differential operator @=@u þ bDDðuÞ on
½�1; 2	 
 N with bDDðuÞ ¼ Dð0Þ for uA½�1; 0	; bDDðuÞ ¼ DðuÞ for uA½0; 1	 and bDDðuÞ ¼
Dð1Þ for uA½1; 2	: Consider the operator @=@u þ bDDðuÞ with APS-boundary condition
Q0 at u ¼ �1 and APS-boundary condition Id� Q1 at u ¼ 2: From the gluing
formula of Theorem 8 we know that

IndAPSð@=@u þ bDDðuÞ;Q0; Id� Q1Þ

¼ IndAPSð@=@u þDð0Þ;Q0; Id�P0Þ þ IndAPSð@=@u þDðuÞ;P0; Id�P1Þ

þ IndAPSð@=@u þDð1Þ;P1; Id� Q1Þ;

for the first and third summand on the right-hand side we can use Lemma 8,
obtaining

IndAPSð@=@u þ bDDðuÞ;Q0; Id� Q1Þ

¼ ½P0 � Q0	 þ IndAPSð@=@u þDðuÞ;P0; Id�P1Þ þ ½Q1 �P1	:

Since sfðfDðuÞg;Q0;Q1Þ ¼ ½Q1 �P1	 � ½Q0 �P0	; we are left with the task of proving
that IndAPSð@=@u þDðuÞ;P0; Id�P1Þ ¼ 0: By the equality of the APS-index and of
the b-index (see Section 3.1) it suffices to show that

Indbðuð1� uÞ@=@u þDðuÞ;P0; Id�P1Þ ¼ 0:

We know that the latter index class is associated to a perturbation

uð1� uÞ@=@u þDðuÞ þAleft
P0

þA
right
P1

AC1
b;L:

We also know that IndAPSð@=@u þDð0Þ;P0; Id�P0Þ ¼ 0: Thus

Indbðuð1� uÞ@=@u þDð0Þ;P0; Id�P0Þ ¼ 0;
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which means that the operator uð1� uÞ@=@u þDð0Þ þAleft
P0

þA
right
P0

has zero index.

We only need to show that the b-pseudo-differential operators

uð1� uÞ@=@u þDðuÞ þAleft
P0

þA
right
P1

uð1� uÞ@=@u þDð0Þ þAleft
P0

þ A
right
P0

are homotopic through L-Fredholm operators. Consider the 1-parameter family of
b-pseudo-differential operators

BðsÞ ¼ uð1� uÞ@=@u þDðsuÞ þAleft
P0

þA
right
Ps

sA½0; 1	;

where we recall that ðPsÞsA½0;1	 is the chosen total spectral section. Then BðsÞ is a
1-parameter continuous family of b-pseudo-differential operators connecting

uð1� uÞ@=@u þDð0Þ þAleft
P0

þA
right
P0

and uð1� uÞ@=@u þDðuÞ þAleft
P0

þA
right
P1

:

Each BðsÞ is clearly b-elliptic (i.e. the b-principal symbol is invertible outside the 0-
section of the compressed cotangent bundle). We only need to show that the indicial
family IðBðsÞ; lÞ is invertible for each sA½0; 1	 and for each lAR: The indicial family

of BðsÞ on the left boundary is fixed and invertible, being equal to ðDð0ÞÞ0 þ ilþbrreðlÞA0
P0
: Thus we concentrate on the right boundary; there the indicial family is

equal to

il� ðDðsÞÞ0 � brreðlÞA0
Ps
:

This is invertible (for a fixed s) for every lAR if and only if it is invertible in l ¼ 0;

but this is clear, as brreð0Þ ¼ 1 and A0
Ps

is, by construction, the perturbation that

makes ðDðsÞÞ0 invertible. Summarizing BðsÞ is a family of (symbolically) elliptic b-

pseudo-differential operators with invertible indicial family IðBðsÞ; lÞ; lAR; for each

sA½0; 1	: By the b�L-calculus these operators are L-Fredholm acting on H1
b;L: The

theorem is proved. &

Remark. A similar result holds for even-dimensional closed manifolds N:

6. Cut and paste invariance for higher signatures

6.1. A defect formula

Let ðMi; riÞ ð1pip2Þ be a closed oriented smooth manifold endowed with a
continuous map ri : Mi-BG:

Definition 10 (Karras et al. [11]). We say that ðM1; r1Þ and ðM2; r2Þ are SK-
equivalent if there exist decompositions

M1 ¼ Mþ ,ðF ;f1Þ M�; M2 ¼ Mþ ,ðF ;f2Þ M�
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with

@Mþ ¼ F ¼ @M�; fiADiff
þðFÞ

and such that ðr1ÞjM7
Cðr2ÞjM7

(C meaning homotopy equivalence).

Notice that F is, by assumption, an embedded hypersurface in M1 and in M2

which is endowed with the orientation induced by the one of Mþ and the inward
normal vector to @Mþ: The orientation-preserving diffeomorphism f is thought as
going from @Mþ to @M�; by construction ðriÞj@Mþ

¼ ðriÞj@M�
3f: Notice finally that

the orientations of TMþ and TM� are opposite over the boundary F : For simplicity
we assume that F is two-sided (i.e. the normal bundle to F is trivial).

Let ðMi; riÞ ð1pip2Þ be as in Definition 10. We denote by eMMi the G-coverings
defined by ri: Thus eMMi :¼ ðriÞnEG: We also let F̃i-F be the covering associated with

ðriÞjF : F-BG: We consider the flat bundles Vi ¼ eMMi 
G L over Mi: We now

introduce riemannian metrics gi on Mi and endow the coverings eMMi with the lifted

metrics. We denote by D
sign;ri

Mi
the associated signature operator on Mi with

coefficients in Vi: The restriction of this operator to M7 will be denoted by D
sign;ri

M7
;

we use the precise notation D
sign;ri

@M7
for the associated boundary operators.

Our goal in this section is to express the difference

IndD
sign;r2
M2

� IndD
sign;r1
M1

AK
*
ðCn

r ðGÞÞ

in terms of a noncommutative spectral flow, on F ; naturally associated to the above

geometric data.
To do so, we need an extension of the glueing formula proved in Sections 4.1 and

4.2. Let more generally M ¼ Mþ ,f M� with @Mþ ¼ Fþ; @M� ¼ F� and f :
Fþ-F� a diffeomorphism; let us fix a metric g on M and a map r : M-BG: Giving
such a metric g is equivalent to giving a metric gðþÞ on Mþ and a metric gð�Þ on M�
such that fnðgð�ÞjF�

Þ ¼ gðþÞjFþ
: Similarly, the map r defines by restriction maps

r7 : M7-BG such that ðrþÞjFþ
¼ ðr�ÞjF�

3 f: For the sake of brevity we denote

ðrþÞjFþ
¼ r@þ and ðr�ÞjF�

¼ r@�; we also write V@
þ for the flat bundle defined over Fþ

by r@þ and we write V@
� for the analogous bundle over F�: The pull-back fn defines

an isometry between the L2-Hilbert module L2
LðF�;LnF�#V@

�Þ defined by gð�ÞjF�

and the L2-Hilbert module L2
LðFþ;LnFþ#V@

þÞ defined by gðþÞjFþ
: One checks

easily that with our conventions

D
sign;ðr@þÞ
Fþ

¼ �fn D
sign;ðr@�Þ
F�

� �
ðfnÞ�1: ð30Þ

Let P be a spectral section for D
sign;ðr@þÞ
Fþ

and consider the projection

Pf :¼ ðfnÞ�1Pfn;
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then it is clear from (30) that the projection Id� ðfnÞ�1Pfn is a spectral section

for D
sign;ðr@�Þ
F�

:

The gluing formula of Section 4 becomes in this more general setting:

IndD
sign;r
M ¼ IndAPSðDsign;rþ

Mþ
;PÞ þ IndAPSðDsign;r�

M�
; 1�PfÞ: ð31Þ

The proof of formula (31) proceeds exactly as the proof of the gluing formula in
Section 4 (see Theorems 8, 9) once we use the following lemma. First we fix
notations. Let Cylf :¼ ð½�1; 0	 
 FþÞ,f ð½0; 1	 
 F�Þ so that @Cylf ¼ Fþ0F�: Let

gf any metric on Cylf such that

ðgfÞj@Cylf ¼ fnh0h

with h a metric on F�: Let c : ½�1; 1	-BG be a constant map and let rf : Cylf-BG
the map induced by c 
 r@þ : ½�1; 0	 
 Fþ-BG and c 
 r@� : ½0; 1	 
 F�-BG:

Lemma 11. Let DCylf be the signature operator on Cylf associated to gf and rf: Then

for each spectral section P as above

IndðDCylf ;P; Id�PfÞ ¼ 0 in K
*
ðCn

r ðGÞÞ:

Proof. The diffeomorphism f induces in a natural way a diffeomorphism F :

½�1; 1	 
 Fþ-Cylf: On ½�1; 1	 
 Fþ we consider the pull-back metric Fngf and the

product metric dt2 þ fnh: Let DF
½�1;1	
Fþ the signature operator on ½�1; 1	 
 Fþ

associated to the metric Fngf and to the map c 
 r@þ and let D½�1;1	
Fþ be the

signature operator associated to the product metric and to the map c 
 r@þ: We

then have

IndðDCylf ;P; Id�PfÞ ¼ IndðDF
½�1;1	
Fþ ;P; Id�PÞ

¼ IndðD½�1;1	
Fþ ;P; Id�PÞ ¼ 0;

the first equality follows from the fact that the two boundary problems are obtained
one from the other by conjugation; the second equality follows from the fact that the
two metrics are equal in a neighborhood of the boundary, the third equality follows
from Lemmas 7 and 9. The Lemma is proved. &

We now go back to our problem of expressing in a suitable way the difference

IndðDsign;r1
M1

Þ � IndðDsign;r2
M2

Þ:We perturb the metrics g1 and g2 so as to be product-like

near F : Thanks to the additivity formula (31) we have

IndðDsign;r1
M1

Þ ¼ IndAPSðDsign;r1
Mþ

;P1Þ þ IndAPSðDsign;r1
M�

; 1�P
f1

1 Þ ð32Þ
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with P1 a noncommutative spectral section for the boundary operator D
sign;r1
@Mþ

:

Similarly,

IndðDsign;r2
M2

Þ ¼ IndAPSðDsign;r2
Mþ

;P2Þ þ IndAPSðDsign;r2
M�

; 1�P
f2

2 Þ ð33Þ

with P2 a noncommutative spectral section for D
sign;r2
@Mþ

: Consider ðg1ÞjMþ
and ðg2ÞjMþ

and let gþ;u; with uA½1; 2	; be a path of riemannian metrics on Mþ connecting them.

We can choose these metrics to be product-like near the boundary of Mþ: By
assumption there is a continuous family of classifying maps rþ;u : Mþ-BG;
uA½1; 2	; connecting ðr1ÞjMþ

and ðr2ÞjMþ
: Thus, there is a 1-parameter family of

Dirac-type operators on Mþ; fDsign;u
Mþ

guA½1;2	 with boundary family fD
sign;u
@Mþ

guA½1;2	:We

can thus apply the variational formula in Section 5.1 and obtain

IndAPSðDsign;r2
Mþ

;P2Þ � IndAPSðDsign;r1
Mþ

;P1Þ

¼ sfðfDsign;u
@Mþ

g;P2;P1Þ in K
*
ðCn

r ðGÞÞ: ð34Þ

Notice that it does not make sense to take a path joining g1 and g2 (indeed, M1 and
M2 are in general different manifolds).
We apply the same reasoning to M�: Thus by assumption there is a continuous

family of classifying maps r�;u : M�-BG; uA½1; 2	; connecting ðr1ÞjM�
and ðr2ÞjM�

and; we also choose a path of metrics g�;u; uA½1; 2	; connecting ðg1ÞjM�
and ðg2ÞjM�

:

We obtain a family of operators D
sign;u
M�

connecting D
sign;r2
M�

and D
sign;r1
M�

together with

the formula

IndAPSðDsign;r2
M�

; 1�P
f2

2 Þ � IndAPSðDsign;r1
M�

; 1�P
f1

1 Þ

¼ sfðfDsign;u
@M�

g; 1�P
f2

2 ; 1�P
f1

1 Þ ð35Þ

Summarizing, in K
*
ðCn

r ðGÞÞ:

IndD
sign;r2
M2

� IndD
sign;r1
M1

¼ sfðfDsign;u
@Mþ

g;P2;P1Þ þ sfðfDsign;u
@M�

g; 1�P
f2

2 ; 1�P
f1

1 Þ: ð36Þ

Notice that D
sign;1
@Mþ

is conjugated through fn

1 to �D
sign;1
@M�

and that D
sign;2
@Mþ

is conjugated

through fn

2 to �D
sign;2
@M�

; on the other hand D
sign;u
@Mþ

and D
sign;u
@M�

are in general unrelated

for uAð1; 2Þ:
We can put together the family D

sign;u
@Mþ

; uA½1; 2	 and the family D
sign;u
@M�

; uA½1; 2	;
with an harmless and obvious abuse of notation we are thus considering the family

fDF ðyÞgyAS1 :¼ fDsign;u
@Mþ

guA½1;2	0fDsign;u
@M�

guA½2;1	 ð37Þ
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which is a S1-family acting on the fibers of the mapping torus MðF ;f�1
2 3 f1Þ-S1:

Recall that the mapping torus MðF ;f�1
2 3 f1Þ is obtained from F 
 ½1; 2	0F 
 ½1; 2	

by identifying ðf1ðxÞ; 1Þ (in the first F 
 ½1; 2	) with ðx; 1Þ (in the second F 
 ½1; 2	)
and similarly ðf2ðxÞ; 2Þ with ðx; 2Þ; for any xAF :
Using (23) we can then write

sfðfDsign;u
@Mþ

g;P2;P1Þ þ sfðfDsign;u
@M�

g; 1�P
f2

2 ; 1�P
f1

1 Þ ¼ sfðfDF ðyÞgyAS1 ð38Þ

obtaining, finally, a proof of the following.

Theorem 11. The following formula holds in K
*
ðCn

r ðGÞÞ:

IndD
sign;r2
M2

� IndD
sign;r1
M1

¼ sfðfDF ðyÞgyAS1Þ; ð39Þ

where fDF ðyÞgyAS1 is the S1-family of twisted signatures operators on F defined

by (37).

One important consequence of our discussion so far is the following

Corollary 2. Assume that G is such that the assembly map of the Baum–Connes

conjecture is rationally injective. Let ðM1; r1Þ; ðM2; r2Þ be two SK-equivalent pairs as in

Definition 10. If, with the above notations,

sfðfDF ðyÞgyAS1Þ ¼ 0 in K
*
ðCn

r ðGÞÞ#Z Q

then the higher signatures of ðM1; r1Þ and ðM2; r2Þ are the same.

Proof. It is proven in [13] (just after Theorem 0.5) that, under the stated assumption
on G; the equality of the two index classes imply the equality of the higher signatures.
The proposition is then a consequence of Theorem 11. &

6.2. Remark

1. Formula (39) is a higher version of formula (25.22) in [3]. In the numerical case
treated there, the numerical spectral flow is also equal to the numerical index of the

mapping torus defined by the diffeomorphism c ¼ ðf2Þ
�1
3f1: We shall now discuss

the extension of the latter result to the higher context. We consider two SK-
equivalent pairs ðM1; r1Þ; ðM2; r2Þ as in Definition 10. We consider the mapping
torus MðF ;cÞ:
As explained in [11, p. 16], see also [13], the mapping torus MðF ;cÞ comes with a

map r̂ : MðF ;cÞ-BG such that

ðM2; r2Þ � ðM1; r1Þ is bordant to ðMðF ;cÞ; r̂Þ: ð40Þ
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Let us recall the argument: one considers the space Y obtained from M1 

½0; 3	0M2 
 ½0; 3	 and the following identifications: for xAF identify ðx; tÞA@Mþ 

½0; 1	 with ðf1ðxÞ; tÞA@M
½0; 1	 and ðx; tÞA@Mþ 
 ½2; 3	 with ðf2ðxÞ; tÞA@M�

½2; 3	: Then, after smoothing, @Y ¼ M1 � M2 � MðF ;cÞ: Moreover the two
homotopies ðrjÞjMþ

CðrjÞjM�
can be used to define a map R : Y-BG; with RjMj

¼ rj ;

one then sets r̂ :¼ RjMðF ;cÞ which proves (40). Using the metrics considered in the

discussion preceding the statement of Theorem 11 we can endow the mapping torus

MðF ;cÞ with a riemannian metric; we shall then denote by D
sign;r̂
MðF ;cÞ the signature

operator with coefficients in the flat bundle associated with r̂:

Proposition 9. One has

IndD
sign;r2
M2

� IndD
sign;r1
M1

¼ IndD
sign;r̂
MðF ;cÞ: ð41Þ

Proof. According to (40) the difference of pairs ½M1; r1	 � ½M2; r2	 is bordant to
½MðF ;cÞ; r̂	: By the cobordism invariance of the index class (see, for example,
[16, Proposition 2.3], one gets immediately the proposition. &

From the previous proposition and Theorem 11 we immediately obtain the
following higher analog of Proposition 25.1 in [3].

Corollary 3. With the notation introduced above the following formula holds in

K
*
ðCn

r ðGÞÞ

IndD
sign;r̂
MðF ;cÞ ¼ sfðfDF ðyÞgyAS1Þ: ð42Þ

2. We have obtained formula (41) by exploiting two different ways for computing

the difference IndD
sign;r2
M2

� IndD
sign;r1
M1

: In fact, a direct proof of this fact is essentially

given in [30] using the intersection product in KK-theory.
3. One can also establish formula (41) using the gluing formula for index classes.

In the even-dimensional case, this is the route that is taken in [9]. See Theorem 14.1
there. The cut-and-paste results for higher signatures are then obtained in [9], always
in the even-dimensional case, by giving sufficient conditions for the index class of the
mapping torus to be zero. Corollary 3 shows why the approach we follow here,
directly inspired by [12], and the approach in [9] are compatible.
4. For future applications, we briefly point out that the defect formula (39) is still

valid if one replaces the signature operators by Dirac-type operators. In this
generality one needs to give the appropriate definitions. Thus, we assume that we are
given metrics g1 on M1 and g2 on M2 and Clifford bundles E1 on M1 and E2 on M2:
We let D1 and D2 be two Dirac-type operators on these bundles. We assume that the
two bundles are obtained by a clutching construction involving two Clifford bundles
Eþ-Mþ; E�-M� and two bundles isomorphisms ðEþÞj@Mþ

CðE�Þj@M�
covering,

respectively, f1 and f2: Given two classifying maps rj : Mj-BG ð1pjp2Þ as above
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one defines two L-linear Dirac-type operatorsDrj

Mj
:Moreover, assuming that the two

paths of metrics fgþ;u; uA½1; 2	g and fg�;u; uA½1; 2	g considered in Section 6.1 induce

(now) a Clifford action on, respectively, Eþ and E� for each uA½1; 2	; one may define
an associated S1-family ðfDF ðyÞgyAS1Þ so that the defect formula (39) holds

verbatim. A typical example of this situation is given when Mj are spin manifolds

and the operators are Dirac operators. We leave the details to the interested reader.

6.3. Vanishing spectral flow in the even-dimensional case

In this section we consider two SK-equivalent pairs ðM1; r1Þ; ðM2; r2Þ as in
Definition 10 such that dim M1 ¼ dim M2 ¼ 2m: We shall give sufficient conditions
for the noncommutative spectral flow appearing in the defect formula of Theorem 11
to be zero. Let F be as in the previous subsection and consider r ¼ ðr1ÞjF : F-BG:
Following [21] and then [12] we shall make the following:

Assumption A. Let Oc
ð2ÞðF ;VrÞ denote the L2

L-completion of OcðF ;VrÞ: We assume

that the operator

d : Om�1
ð2Þ ðF ;VrÞ-Om

ð2ÞðF ;VrÞ;

with domain equal to L-Sobolev space H1
L; has closed image.

This assumption appeared for the first time in [21, Section 7]; there it was assumed

that the L2-spectrum of the differential form laplacian of F̃ (the covering defined by
r : F-BG), acting on the vector space of differential forms of degree m; has a full
gap at zero. Assumption A (which is a homotopy-invariant assumption) is equivalent

to the slightly weaker assumption that the differential form laplacian of F̃ has a

strictly positive spectrum on L2ð eFF ;
Vm�1

TnF̃Þ=kerðdÞ:We refer the reader to [12] for
a proof of this fact and for examples where Assumption A is fulfilled.
We first recall (and slightly extend) the definition of symmetric spectral section

[17]. Under Assumption A we have

Om
ð2ÞðF ;VrÞ ¼ dOm�1

ð2Þ ðF ;VrÞ"ðdOm�1
ð2Þ ðF ;VrÞÞ>;

Om�1
ð2Þ ðF ;VrÞ ¼ dnOm

ð2ÞðF ;VrÞ"ðdnOm
ð2ÞðF ;VrÞÞ>:

Then, we can write OnðF ;VrÞ ¼ V"W where (we abbreviate On

V ¼ OnðF ;VrÞ):

V ¼ dnOm
V þ dOm�1

V ; W ¼ Oo
V"O4

V;

Oo
V ¼ O0

V"?"Om�2
V "ðdnOm

VÞ>;

O4
V ¼ ðdOm�1

V Þ>"Omþ1
V "?"O2m�1

V :
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It is clear that D
sign;r
F sends V (resp. W ) into itself. Using Assumption A and

proceeding as in the proof of Lemma 2.1 of [12], one checks easily thatD
sign;r
F induces

an invertible operator on the L2
L-completion of V (with domain H1) and we denote

by P4 the projection onto the positive part. Moreover, the proof of Theorem 2

shows immediately that the restriction of D
sign;r
F to the L2

L-completion of W admits a

spectral section. Notice that although W is not the space of section of a L-bundle
over F the proof of Theorem 2 still applies in this case. Then, Lemma 4.3 of [17]

shows that D
sign;r
F admits a symmetric spectral section P in the sense that P is

diagonal with respect to the decomposition OnðF ;VrÞ ¼ V"W and

PjV ¼ P4; PjW 3aþ a3PjW ¼ a;

where a is the involution of W equal to identity on Oo
V and to minus the identity on

O4
V: Recall from [17, Proposition 4.4] that if Q is another symmetric spectral section

then ½P� Q	 ¼ 0 in K0ðLÞ#ZQ: We immediately obtain the following.

Proposition 10. Let ðM1; r1Þ; ðM2; r2Þ be two SK-equivalent pairs as in Definition 10.
We set r :¼ ðr1ÞjF : If Assumption A holds for ðF ; rÞ then

sfðfDF ðyÞgyAS1Þ ¼ 0 in K
*
ðCn

r ðGÞÞ#Z Q:

Proof. In the definition of sfðfDF ðyÞgyAS1Þ; we can assume that all the spectral

section involved are symmetric. Since, by definition, the noncommutative spectral
flow is given in terms of difference classes associated to these symmetric
spectral section, it follows by Proposition 4.4 in [17] that sfðfDF ðyÞgyAS1Þ is zero
in K0ðCn

r ðGÞÞ#Z Q: The proposition is proved. &

Remark. Notice that because of the homotopy-invariance of Assumption A we
could equivalently set r :¼ ðr2Þj@Mþ

:

We have now obtained an analytic proof of the main result in [13].

Theorem 12. Assume that G is such that the assembly map of the Baum–Connes

conjecture is rationally injective. Let ðM1; r1Þ and ðM2; r2Þ be two SK-equivalent pairs

as in Definition 10. We assume that Assumption A holds for ðF ; rÞ with r :¼ ðr1ÞjF :
Then the higher signatures of ðM1; r1Þ and ðM2; r2Þ are the same.

The proof is a direct consequence of Proposition 10 and of Corollary 2.

Remark. The previous theorem was first proved by Leichtnam–Lott–Piazza in [12]
in the case of virtually nilpotent or Gromov hyperbolic groups. It was then extended
by Leichtnam–Lueck [13], using techniques from algebraic surgery, to the case where
G satisfies the assumption of Theorem 12.
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6.4. Vanishing spectral flow in the odd-dimensional case

In this section we consider two SK-equivalent pairs ðM1; r1Þ; ðM2; r2Þ as in
Definition 10 such that dim M1 ¼ dim M2 ¼ 2m þ 1: Let F be as in the previous
section and consider r ¼ ðr1ÞjF : F-BG:
As in the even case we shall make the following assumption on ðF ; rÞ:

Assumption B. The operator

d : Om�1
ð2Þ ðF ;VrÞ-Om

ð2ÞðF ;VrÞ

with domain equal to L-Sobolev space H1
L; has closed range.

It is proved in [12] that Assumption B is equivalent to the hypothesis that L2-

spectrum of the differential form laplacian of eFF acting on the vector space of
differential forms of degree m admits a gap at zero.

Assumption B (in the slightly stronger form of requiring L2-invertibility in middle
degree) appears for the first time in Section 7 of [21].
We refer the reader to [12] for examples where Assumption B is satisfied.
Now we recall results and notations allowing to introduce the concept of

symmetric Clð1Þ-spectral section. We define the rescaled flat exterior derivative

d̃ : OnðF ;VrÞ-O*þ1ðF ;VrÞ by setting

8oAOjojðF ;VrÞ; d̃ðoÞ ¼ ijojdo:

Then using the Hodge duality operator * one defines the involution t:

8oAOjojðF ;VrÞ; tðoÞ ¼ i�jojð2m�jojÞ
*o:

We refer to the Section 1 of [12] for the definition of the quadratic form Q and the L-
hermitian scalar product / ;S on OnðF ;VrÞ: The signature operator Dsign;r

F is then

equal to d̃ � td̃t:
Let HmðF ;VrÞ denote the mth cohomology group of the locally constant sheaf

Vr:Using Hodge duality and Assumption B one proves easily that the two following
orthogonal decomposition holds:

Om
ð2ÞðF ;VrÞ ¼ HmðF ;VrÞ"td̃tðOmþ1ðF ;VrÞÞ"d̃ðOm�1ðF ;VrÞÞ;

On

ð2ÞðF ;VrÞ ¼ V"W with

V ¼ Om
ð2ÞðF ;VrÞ"D

sign;r
F ðH1

LðF ;
m̂

TnF#VrÞÞ; W ¼ V>;
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V being a closed complementable L-Hilbert submodule of On

ð2ÞðF ;VrÞ: We observe

that both D
sign;r
F and the grading t send V (resp. W ) into itself.

We shall consider the involution a of W such that a induces Id (resp. �Id) on the
differential forms of degree om (resp. 4m).

Proposition 11. At the expense of replacing F by two disjoint copies of F ; one can find

a finitely generated projective L-submodule N of V such that:

(0) D
sign;r
F ðNÞCN; NþCN�:

(1) tðNÞCN and HmðF ;VrÞCN as a L-submodule.
(2) N admits a lagrangian L-submodule L with respect to the quadratic form Q and

the orthogonal L-projection PL from N onto L is well defined.
(3) V ¼ N"N>:

We will say that such an L is a stable lagrangian of HmðF ;VrÞ (associated with N).

Proof. The index class of the signature operator on F with values in Vr is zero in
K0ðLÞ; by cobordism invariance. Notice that this index class is the sum of the index

classes associated to the restrictions DV ; DW of the signature operator D
sign;r
F to V

and W ; respectively. Under Assumption B, one checks easily that

aðDþ
W Þna ¼ Dþ

W

and so 2 IndDþ
W ¼ 0 in K0ðLÞ: Replacing F by the disjoint union of two copies of F ;

we may assume that IndDþ
W ¼ 0 in K0ðLÞ: Therefore, we may conclude that the

index class associated to D
sign;r
F restricted to V is also zero. Extending the proof of

Proposition 2 on page 295 of [26] to the case of ðDsign;r
F ÞjV along the lines of [18, see

Lemma 4.3]), we infer that there exists a real number R40 such that for any spectral
section P0 as in the statement of the theorem, N ¼ kerðP0 þ tP0tÞ is a finitely
generated projective submodule of V containing HmðF ;VrÞ and such that

(a) N is the range of a projection of V and thus N"N> ¼ V :
(b) N ¼ Nþ"N�; with N7 ¼ fo; to ¼ 7og and Nþ isomorphic to N�:

Let then j : Nþ-N� be a unitary isomorphism; our lagrangian L is given by

foþ jðoÞ;oANþg:

The proposition is proved. &

Remark. 1. Notice that, as in [26, p. 295], we have in fact proved the following more
precise statement: one can find a real number R40 such that for any spectral section

P0 of ðDsign;r
F ÞjV satisfying P0

3xððDsign;r
F ÞjV Þ ¼ 0 for any xACNðR;RÞ; x � 0 on
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½R;þN½; the module N :¼ kerðP0 þ tP0tÞ is finitely generated projective and satisfies
the 4 properties of the above proposition.
2. This notion of stable lagrangian is essentially the same as the one used in

Section 3 of [12].
3. In the previous proposition one may assume that N is included in the range of

cðDsign;r
F jVÞ for a suitable function cACN

compðR;RÞ:

Now, let L be a stable lagrangian of HmðF ;VrÞ (associated with N) as in

Proposition 11. We observe that D
sign;r
F is diagonal with respect to the decomposition

On

ð2ÞðF ;VrÞ ¼ ðN"N>Þ"W

and that the restriction ofD
sign;r
F to N> is invertible. We shall denote byP4ðN>Þ the

APS projection onto the positive part of the restriction of D
sign;r
F to N>: We then

may give the following:

Definition 11. Let R be a spectral section ABLðWÞ for Dsign;r
F jW which is Clð1Þ for

both a and t: The self-adjoint projection

PðL;RÞ ¼ PL"P4ðN>Þ"R

of BLðOn

ð2ÞðF ;VrÞÞ is called symmetric Clð1Þ-spectral section for D
sign;r
F :

One checks the existence of a spectral section R as in the above proposition by
proceeding as in the proof of Lemma 4.3 of [18]. Therefore, there exists such
symmetric Clð1Þ-spectral section.
Let L and L0 be two stable lagrangians for HmðF ;VrÞ; as in Proposition 11. The

proof of the proposition and the arguments of [26, p. 295] shows that if in the

statement of Proposition 11 one replaces the real number R by a bigger one then N7

gets replaced by N7"M7 where ðDsign;r
F Þþ induces an isomorphism from the finitely

generated projective Cn
r ðGÞ-module Mþ onto the Cn

r ðGÞ-module M�: Thus, at the
expense of replacing L by

fo"bþ jðoÞ"ðDsign;r
F ÞþðbÞ; ðo; bÞANþ 
 Mþg

(and similarly for L0), one may assume that both L and L0 are associated with the
same N:

Definition 12. Let L;L0 be two lagrangians as above. Let PL; PL0 be the L-
endomorphisms of N given by the orthogonal projections onto L; L0 respectively.

According to Definition 8 these two projections define a difference class ½PL �
PL0 	AK0ðC0

c ð	0; p½Þ#LÞ ¼ K1ðLÞ; we set ½L � L0	 :¼ ½PL �PL0 	:

Remark. 1. The class ½L � L0	AK1ðLÞ depends only on L and L0:
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2. One can give a different definition of the class ½L � L0	AK1ðLÞ (see [12, Section
3]: if j; j0 are two unitary isomorphims Nþ-N� such that L ¼ foþ jðoÞ=oANþg;
L0 ¼ foþ j0ðoÞ=oANþg; one defines the class ½L � L0	 to be ½j3ðj0Þ�1	AK1ðLÞ: The
two definitions should be compatible through the suspension isomorphism, but we
have not looked into the details.
We have the following relative result (where we are always under Assumption B):

Proposition 12. Let L and L0 be two stable lagrangians as in Definition 12. Let

PðL;RÞ and PðL0;R0Þ be two symmetric Clð1Þ-spectral section for D
sign;r
F as in

Definition 11, then one has

½PðL;RÞ �PðL0;R0Þ	 ¼ ½L � L0	 in K1ðLÞ#ZQ:

Proof. We set P1 ¼ PðL;RÞ and P2 ¼ PðL0;R0Þ and assume that L and L0 are
associated with (the same) N: We then consider the odd self-adjoint L-compact
operator A0

Pj
associated with Pj ðjAf1; 2gÞ as in Definition 8. Thus D

sign;r
F þA0

Pj
is

invertible and we can moreover assume that A0
Pj

is diagonal with respect to the

decomposition

On

ð2ÞðF ;VrÞ ¼ ðN"N>Þ"W

and that its restriction to W ; denoted A0
j ðWÞ; is odd with respect to the grading a:

Of course we can assume that the restrictions of A0
Pj

to N> coincide.

Now, for jAf1; 2g and tA½0; p	; we denote byPjðtÞ the projection onto the positive
part of

tðIdþ ½Dsign;r
F jW þA0

j ðWÞ	2Þ
1
2 cos t þ ðDsign;r

F jW þA0
j ðWÞÞ sin t:

Since ta ¼ �at and both D
sign;r
F jW and the A0

j ðWÞ are odd with respect to the

grading a; one checks immediately that aðP1ðtÞ �P2ðtÞa ¼ �ðP1ðtÞ �P2ðtÞÞ for
any tA½0; p	: Therefore

½ðP1ðtÞ �P2ðtÞÞtA½0;p		 ¼ �½ðP1ðtÞ �P2ðtÞÞtA½0;p		 in K0ðC0
c ð	0; p½Þ#LÞ ð43Þ

and this K-theory class is rationally zero.

Next, we denote by A0
j ðNÞ the restriction of A0

Pj
to N for jAf1; 2g: For tA½0; p	

we denote by QjðtÞ the projection onto the positive part of

tðIdþ ½Dsign;r
F jN þA0

j ðNÞ	2Þ
1
2 cos t þ ðDsign;r

F jN þA0
j ðNÞÞ sin t:
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Then by Definition 12 of the difference class one has

½ðQ1ðtÞ � Q2ðtÞÞtA½0;p		 ¼ ½L � L0	 in K0ðC0
c ð	0; p½Þ#LÞCK1ðLÞ: ð44Þ

By combining the two Eqs. (43) and (44) and recalling Definition 8, one gets
immediately the result of the proposition. &

We recall that ðM1; r1Þ and ðM2; r2Þ are two SK-equivalent pairs of dimension
2m þ 1 as in Definition 10. Let us fix metrics g1 on M1 and g2 on M2; we can assume
these metrics to be product-like near the hypersurface F : Recall that we are trying to
give sufficient conditions for the noncommutative spectral flow appearing in the

defect formula IndðDsign;r1
M1

Þ� IndðDsign;r2
M2

Þ ¼ sfðfDF ðyÞgyAS1Þ to be zero. We thus

consider the S1-family

fDF ðyÞgyAS1 ¼ fDsign;u
@Mþ

guA½1;2	0fDsign;u
@M�

guA½2;1	

defined on the fibers of the mapping torus MðF ;f�1
2 3f1Þ by (37). Since the

noncummutative spectral flow of fDF ðyÞgyAS1 is the sum of two terms, one coming

from a variation in @Mþ and the other coming from a variation in @M�; we can look
separately at each of them.
By following the proof of Proposition 11 we may construct two continuous

families of spaces Nþ
u ; and Vþ

u ; uA½1; 2	 (associated with D
sign;u
@Mþ

), we can also fix

smoothly-varying families of Lagrangians Lþ
u CNþ

u :

We thus consider the stable lagrangian Lþ
2 and a Clð1Þ-symmetric spectral section

for D
sign;2
@Mþ

of the type PðLþ
2 ;Rþ

2 Þ; similarly we consider Lþ
1 and a Clð1Þ-symmetric

spectral section for D
sign;1
@Mþ

of the type PðLþ
1 ;Rþ

1 Þ: Consider the Clð1Þ-symmetric
spectral section Id�PðLþ

j ;R
þ
j Þ

fj ; j ¼ 1; 2; for Dsign;j
@M�

; then, using formula (30), one

checks easily that we may write

Id�PðLþ
j ;R

þ
j Þ

fj ¼ Pððf�1
j ÞnLþ

j ;R
�;fj

j Þ;

where of course ðf�1
j ÞnLþ

j is a stable lagrangian and R
�;fj

j ¼ ðf�1
j ÞnRþ

j f
n

j : We know

that

IndðDsign;r2
M2

Þ � IndðDsign;r1
M1

Þ

¼ sfðfDsign;u
@Mþ

g;PðLþ
2 ;Rþ

2 Þ;PðLþ
1 ;Rþ

1 ÞÞ

þ sfðfDsign;u
@M�

g; Id�PðLþ
2 ;Rþ

2 Þ
f2 ; Id�PðLþ

1 ;Rþ
1 Þ

f1Þ:

We set L�
2 ¼ ðf�1

2 ÞnLþ
2 ; by following the proof of Proposition 11 we can construct a

continuous family of stable lagrangians L�
u ; uA½1; 2	 extending L�

2 down to u ¼ 1;
notice that we are flowing from u ¼ 2 to u ¼ 1: These stable lagrangians are thus
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associated with D
sign;u
@M�

and are constructed out of a continuous family of spaces N�
u

as in Proposition 11. We denote the value at u ¼ 1 of this family by L�
1 ðf2Þ:

The definition of spectral flow depends on the choice of a total spectral section we

choose for fDsign;u
@Mþ

g a total spectral section of the type PðLþ
u ;Rþ

u Þ and we choose for
fDsign;u

@M�
g a total spectral section of the type PðL�

u ;R
�
u Þ with L7

u as above. With these

choices the first spectral flow appearing on the right-hand side of the above formula
is equal to zero, whereas for the second we obtain the following simple expression:

½ðf�1
1 ÞnLþ

1 � L�
1 ðf2Þ	AK1ðCn

r ðGÞÞ#ZQ; ð45Þ

here Proposition 12 has been used. Summarizing

IndD
sign;r2
M2

� IndD
sign;r1
M1

¼ ½ðf�1
1 ÞnLþ

1 � L�
1 ðf2Þ	AK1ðCn

r ðGÞÞ#Z Q: ð46Þ

We shall say that the family ðDF ðyÞÞyAS1 admits an invariant stable lagrangian (see

also [12, pp. 625–627]) if we can choose the above stable lagrangians so that

ðf�1
1 ÞnLþ

1 ¼ L�
1 ðf2Þ: We can then state the main result of this subsection.

Proposition 13. Let ðM1; r1Þ and ðM2; r2Þ be two SK-equivalent pairs of dimension

2m þ 1 as in Definition 10. If Assumption B holds for ðF ; r ¼ ðr1ÞjF Þ and if the family

ðDF ðyÞÞyAS1 admits an invariant stable lagrangian then

sfðfDF ðyÞgyAS1Þ ¼ 0 in K1ðLÞ#ZQ:

and so

IndD
sign;r2
M2

¼ IndD
sign;r1
M1

in K1ðLÞ#ZQ:

The previous proposition implies the main result of [13]:

Theorem 13. Assume that G is such that the assembly map of the Baum–Connes

conjecture is rationally injective. Let ðM1; r1Þ and ðM2; r2Þ be two SK-equivalent pairs

of dimension 2m þ 1 as in Definition 10. If Assumption B holds for ðF ; rÞ and if the

family ðDF ðyÞÞyAS1 admits an invariant stable lagrangian then ðM1; r1Þ and ðM2; r2Þ
have the same higher signatures.

Remark. 1. The previous theorem was first proved by Leichtnam–Lott–Piazza in [12]
in the case of virtually nilpotent of Gromov hyperbolic groups. It was then extended
by Leichtnam–Lueck [13], using techniques from algebraic surgery, to the case where
G satisfies the condition of Theorem 13.
2. As a final remark we point out that our K-theoretic approach to the cut-and-

paste invariance of higher signatures can be extended to foliations. This is not the
case either with the original approach in [12] (which uses local index formulae) or
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with the algebraic-surgery approach of [13]. In fact, finding a proof of the cut-and-
paste results in these papers that could be generalized to foliations was one of the
motivations for proving Theorem 11. We plan to deal with the technicalities of this
program in a future publication.
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