# MEMOIRS <br> of the <br> American Mathematical Society 

# Well-Posedness of the Cauchy Problem for $n \times n$ Systems of Conservation Laws 

Alberto Bressan Graziano Crasta Benedetto Piccoli

July 2000 • Volume 146 • Number 694 (third of 5 numbers) • ISSN 0065-9266

## Library of Congress Cataloging-in-Publication Data

Bressan, Alberto, 1956-
Well-posedness of the Cauchy problem for $n \times n$ systems of conservation laws / Alberto Bressan, Graziano Crasta, Benedetto Piccoli.
p. cm. - (Memoirs of the American Mathematical Society, ISSN 0065-9266; no. 694)

Includes bibliographical references.
ISBN 0-8218-2066-4

1. Cauchy problem 2. Conservation laws (Mathematics) I. Crasta, Graziano. II. Piccoli, Benedetto, 1968- III. Title. IV. Series.
QA3.A57 no. 694
[QA377]
510 s-dc21
[515'.353]

## Memoirs of the American Mathematical Society

This journal is devoted entirely to research in pure and applied mathematics.
Subscription information. The 2000 subscription begins with volume 143 and consists of six mailings, each containing one or more numbers. Subscription prices for 2000 are $\$ 466$ list, $\$ 419$ institutional member. A late charge of $10 \%$ of the subscription price will be imposed on orders received from nonmembers after January 1 of the subscription year. Subscribers outside the United States and India must pay a postage surcharge of $\$ 30$; subscribers in India must pay a postage surcharge of $\$ 43$. Expedited delivery to destinations in North America $\$ 35$; elsewhere $\$ 130$. Each number may be ordered separately; please specify number when ordering an individual number. For prices and titles of recently released numbers, see the New Publications sections of the Notices of the American Mathematical Society.

Back number information. For back issues see the AMS Catalog of Publications.
Subscriptions and orders should be addressed to the American Mathematical Society, P. O. Box 5904, Boston, MA 02206-5904. All orders must be accompanied by payment. Other correspondence should be addressed to Box 6248, Providence, RI 02940-6248.

Copying and reprinting. Individual readers of this publication, and nonprofit libraries acting for them, are permitted to make fair use of the material, such as to copy a chapter for use in teaching or research. Permission is granted to quote brief passages from this publication in reviews, provided the customary acknowledgment of the source is given.

Republication, systematic copying, or multiple reproduction of any material in this publication is permitted only under license from the American Mathematical Society. Requests for such permission should be addressed to the Assistant to the Publisher, American Mathematical Society, P. O. Box 6248 , Providence, Rhode Island 02940-6248. Requests can also be made by e-mail to reprint-permission@ams.org.

Memoirs of the American Mathematical Society is published bimonthly (each volume consisting usually of more than one number) by the American Mathematical Society at 201 Charles Street, Providence, RI 02904-2294. Periodicals postage paid at Providence, RI. Postmaster: Send address changes to Memoirs, American Mathematical Society, P. O. Box 6248, Providence, RI 02940-6248.
(C) 2000 by the American Mathematical Society. All rights reserved.

This publication is indexed in Science Citation Index ${ }^{\circledR}$, SciSearch ${ }^{\circledR}$, Research Alert ${ }^{\circledR}$,
 Printed in the United States of America.
@ The paper used in this book is acid-free and falls within the guidelines established to ensure permanence and durability.
Visit the AMS home page at URL: http://www.ams.org/
$10987654321 \quad 050403020100$

## Contents

Chapter 1. Introduction ..... 1
Chapter 2. Outline of the proof ..... 13
Chapter 3. Construction of local semigroups ..... 31
Chapter 4. Restarting Procedures ..... 45
Chapter 5. Proof of Proposition 2.4 ..... 75
Chapter 6. Proof of Proposition 2.5 ..... 79
Chapter 7. Proof of Proposition 2.7 ..... 83
Chapter 8. Proof of Proposition 2.10 ..... 93
Chapter 9. Proof of Proposition 2.15 ..... 115
Chapter 10. Completion of the proof ..... 121
Chapter 11. Appendix ..... 125
Bibliography ..... 133

AbSTRACT. This paper is concerned with the initial value problem for a strictly hyperbolic $n \times n$ system of conservation laws in one space dimension:

$$
\text { (*) } \quad u_{t}+[F(u)]_{x}=0, \quad u(0, x)=\bar{u}(x)
$$

Each characteristic field is assumed to be either linearly degenerate or genuinely nonlinear. We prove that there exist a domain $\mathcal{D} \subset \mathbf{L}^{1}$, containing all functions with sufficiently small total variation, and a uniformly Lipschitz continuous semigroup $S: \mathcal{D} \times[0, \infty[\mapsto \mathcal{D}$ with the following properties. Every trajectory $t \mapsto u(t, \cdot)=S_{t} \bar{u}$ of the semigroup is a weak, entropy-admissible solution of $(*)$. Viceversa, if a piecewise Lipschitz, entropic solution $u=u(t, x)$ of (*) exists for $t \in[0, T]$, then it coincides with the semigroup trajectory, i.e. $u(t, \cdot)=S_{t} \bar{u}$. For a given domain $\mathcal{D}$, the semigroup $S$ with the above properties is unique.

These results yield the uniqueness, continuous dependence and global stability of weak, entropy-admissible solutions of the Cauchy problem (*), for general $n \times n$ systems of conservation laws, with small initial data.

[^0]
## CHAPTER 1

## Introduction

Consider the Cauchy problem for a strictly hyperbolic $n \times n$ system of conservation laws in one space dimension:

$$
\begin{gather*}
u_{t}+[F(u)]_{x}=0,  \tag{1.1}\\
u(0, x)=\bar{u}(x) \tag{1.2}
\end{gather*}
$$

For initial data $\bar{u} \in \mathbf{L}^{1}$ with small total variation, a well known theorem of Glimm [G] provides the global existence of weak solutions. Aim of the present paper is to show that these solutions are unique and depend continuously on the initial conditions, with a Lipschitz constant in $\mathbf{L}^{1}$ which is uniform w.r.t. time. More precisely, the following holds.

Theorem 1. Let $\Omega \subseteq \mathbb{R}^{n}$ be an open set containing the origin, and let $F: \Omega \mapsto \mathbb{R}^{n}$ be a smooth map. Assume that the system (1.1) is strictly hyperbolic and that each characteristic field is either linearly degenerate or genuinely nonlinear. Then there exists a closed domain $\mathcal{D} \subset \mathbf{L}^{1}\left(\mathbb{R} ; \mathbb{R}^{n}\right)$, constants $\eta_{0}, L$, and a continuous semigroup $S: \mathcal{D} \times[0, \infty[\mapsto \mathcal{D}$ with the properties:
(i) Every function $\bar{u} \in \mathbf{L}^{1}$ with Tot.Var. $(\bar{u}) \leq \eta_{0}$ lies in $\mathcal{D}$.
(ii) For all $\bar{u}, \bar{v} \in \mathcal{D}, t, s \geq 0$ one has $\left.\left\|S_{t} \bar{u}-\bar{S}_{s} \bar{v}\right\|_{\mathbf{L}^{1}} \leq L(|t-s|+)\|\bar{u}-\bar{v}\|_{\mathbf{L}^{1}}\right)$.
(iii) If $\bar{u} \in \mathcal{D}$ is piecewise constant, then for $t>0$ sufficiently small the function $u(t, \cdot)=S_{t} \bar{u}$ coincides with the solution of (1.1)-(1.2) obtained by piecing together the standard self-similar solutions of the corresponding Riemann problems.
The positively invariant domain $\mathcal{D}$ will have the form
(1.3) $\mathcal{D}=c l\left\{u \in \mathbf{L}^{1}\left(\mathbb{R} ; \mathbb{R}^{n}\right) ; u\right.$ is piecewise constant, $\left.V(u)+C \cdot Q(u)<\delta_{0}\right\}$,
for some constants $C, \delta_{0}>0$. Here $V(u)$ and $Q(u)$ denote the total strength of waves and the wave interaction potential of $u$, while $c l$ denotes closure.

Following [B5], we say that a map $S$ with the properties (i)-(iii) is a Standard Riemann Semigroup (SRS). The existence of such a semigroup was proved in [B1, B3] for special classes of $n \times n$ systems with coinciding shock and rarefaction curves, and in [B-C1] for general $2 \times 2$ systems. The present theorem, dealing with general $n \times n$ systems, contains all previous results in this direction.

Observe that the statement of Theorem 1 does not explicitly say that the trajectories of the semigroup are actually weak solutions of (1.1). This fact, however, can be deduced as a consequence of (i)-(iii), together with a number of additional properties which are collected below.

Theorem 2. For a given domain $\mathcal{D}$ of the form (1.3), there can be at most one continuous semigroup $S: \mathcal{D} \times[0, \infty[\mapsto \mathcal{D}$ satisfying the conditions (i)-(iii) listed in Theorem 1. If a SRS does exist, then the following properties also hold:
(iv) Each trajectory $t \mapsto u(t, \cdot)=S_{t} \bar{u}$ is a weak, entropy-admissible solution of the corresponding Cauchy problem (1.1)-(1.2).
(v) Let $\left(u_{\nu}\right)_{\nu \geq 1}$ be a sequence of approximate solutions of (1.1)-(1.2) generated by a wave-front tracking algorithm, or by the Glimm scheme with uniformly distributed sampling. Then, as $\nu \rightarrow \infty$ we have $\mathbf{L}^{1}-\lim u_{\nu}(t, \cdot)=$ $S_{t} \bar{u}$ for every $t \geq 0$.
(vi) Let $u=u(t, x)$ be a piecewise Lipschitz, entropic solution of (1.1)-(1.2) defined on some strip $[0, T] \times \mathbb{R}$. Then $u(t, \cdot)=S_{t} \bar{u}$ for all $t \in[0, T]$.
A proof of Theorem 2 is contained in [B5]. In turn, from the existence of the semigroup, one can prove the uniqueness of the entropy-weak solution of a given Cauchy problem, under a mild assumption on the growth of the total variation [BLF1] or on the decay of positive waves [B-G]. Another application which is worth mentioning is the error estimate [B-M2], concerning the $\mathbf{L}^{1}$ distance between the exact solution of a Cauchy problem and an approximate solution generated by the Glimm scheme with uniformly distributed sampling [L].

There are three types of estimates which play a fundamental role in our analysis. These are: the estimates of Glimm on the total strength of waves [G, Sm], the local integral estimates used in the definition of Viscosity Solution [B5], and the decay estimates for positive waves of genuinely nonlinear families [B-C3].

A precise statement of these a-priori bounds requires some notation. Call $A(u)=D F(u)$ the Jacobian matrix of $F$ at $u$. Smooth solutions of (1.1) thus satisfy the equivalent quasilinear system

$$
\begin{equation*}
u_{t}+A(u) u_{x}=0 \tag{1.4}
\end{equation*}
$$

Let $\lambda_{1}(u)<\cdots<\lambda_{n}(u)$ be the eigenvalues of $A(u)$ and choose right and left eigenvectors $r_{i}(u), l_{i}(u), i=1, \ldots, n$, normalized so that

$$
\begin{gather*}
\nabla \lambda_{i} \cdot r_{i}(u) \doteq \lim _{h \rightarrow 0} \frac{\lambda_{i}\left(u+h r_{i}(u)\right)-\lambda_{i}(u)}{h} \geq 0  \tag{1.5}\\
\left|r_{i}\right| \equiv 1, \quad\left\langle l_{i}, r_{j}\right\rangle= \begin{cases}1 & \text { if } i=j \\
0 & \text { if } i \neq j\end{cases}
\end{gather*}
$$

Following [B-C2, Sch], we now extend the definition of the Glimm functional to a general $B V$ function. Let $u: \mathbb{R} \mapsto \mathbb{R}^{n}$ have bounded variation. Then $\mu \doteq D_{x} u$ is a vector measure, which can be decomposed into a continuous and an atomic part: $\mu=\mu^{c}+\mu^{a}$. For $i=1, \ldots, n$, define the signed measure $\mu_{i}=\mu_{i}^{c}+\mu_{i}^{a}$ as follows. The continuous part of $\mu_{i}$ is the Radon measure such that

$$
\int \phi d \mu_{i}^{c}=\int l_{i}(u) \cdot \phi d \mu^{c}
$$

for every scalar continuous function $\phi$ with compact support. The atomic part of $\mu_{i}$ is the measure concentrated on the countable set $\left\{x_{\alpha} ; \alpha=1,2, \ldots\right\}$ where $u$ has a jump, such that $\mu_{i}^{a}\left(\left\{x_{\alpha}\right\}\right)$ is the strength of the $i$-th wave in the solution
of the Riemann problem with data $u\left(x_{\alpha}-\right), u\left(x_{\alpha}+\right)$. Call $\mu_{i}^{+}, \mu_{i}^{-}$the positive and negative parts of the signed measure $\mu_{i}$, so that

$$
\mu_{i}=\mu_{i}^{+}-\mu_{i}^{-}, \quad\left|\mu_{i}\right|=\mu_{i}^{+}+\mu_{i}^{-}
$$

The total strength of waves in $u$ is defined as

$$
\begin{equation*}
V(u) \doteq \sum_{i=1}^{n} V_{i}(u), \quad V_{i}(u) \doteq\left|\mu_{i}\right|(\mathbb{R}) \tag{1.7}
\end{equation*}
$$

while the interaction potential of waves in $u$ is

$$
\begin{equation*}
Q(u) \doteq \sum_{i<j}\left(\left|\mu_{j}\right| \times\left|\mu_{i}\right|\right)(\{(x, y) ; x<y\})+\sum_{i}\left(\mu_{i}^{-} \times\left|\mu_{i}\right|\right)(\{(x, y) ; x \neq y\}) . \tag{1.8}
\end{equation*}
$$

With the above notations, the classical interaction estimates [G, Sm] can be stated as follows.

Proposition 1 (Bounds on wave strengths). There exists a constant $C_{1}$ such that, for every solution $u=u(t, x)$ of (1.1) with small total variation, obtained as limit of wave-front tracking approximations, the following holds. Let $t=\Lambda_{j}(x)$, $j=1,2$ be the equations of two space-like curves in the $t-x$ plane, with $\Lambda_{1} \leq \Lambda_{2}$. Then, calling $u_{i}(x) \doteq u\left(\Lambda_{i}(x), x\right)$, one has

$$
\begin{align*}
Q\left(u_{2}\right) & \leq Q\left(u_{1}\right), \\
V\left(u_{2}\right)+C_{1} \cdot Q\left(u_{2}\right) & \leq V\left(u_{1}\right)+C_{1} \cdot Q\left(u_{1}\right)  \tag{1.9}\\
V_{i}\left(u_{2}\right)+C_{1} \cdot Q\left(u_{2}\right) & \leq V_{i}\left(u_{1}\right)+C_{1} \cdot Q\left(u_{1}\right) \quad i=1, \ldots, n .
\end{align*}
$$

It is well known that the estimates (1.9) actually hold not only for exact solutions but also for approximate solutions constructed by various algorithms [B2, G, R]. For convenience, at various stages of this paper we shall work with slightly different definitions of the interaction potential $Q(u)$. Indeed, one may consider two waves of the same family as being always approaching, regardless of their sign, or as being never approaching. This second definition is useful in connection with systems where shock and rarefaction curves coincide. In all cases, we will make sure that the basic interaction estimates (1.9) remain valid.

As proved in [B5], the trajectories of a Standard Riemann Semigroup can be characterized by a set of local integral estimates. Two types of local approximate solutions for (1.1) are considered. One is derived from the self-similar solution of a Riemann problem, the other is obtained by "freezing" the coefficients of the corresponding quasilinear hyperbolic system in a neighborhood of a given point.

Let $u:[0, T] \times \mathbb{R} \mapsto \mathbb{R}^{n}$ be a locally integrable function, and fix any point $(\tau, \xi)$ in the domain of $u$. Assuming $u(\tau, \cdot) \in B V$, consider the limits

$$
u^{-}=\lim _{x \rightarrow \xi-} u(\tau, x), \quad u^{+}=\lim _{x \rightarrow \xi+} u(\tau, x)
$$

Call $\omega=\omega(t, x)$ the self-similar solution of the Riemann problem

$$
u_{t}+[F(u)]_{x}=0, \quad u(0, x)= \begin{cases}u^{-} & \text {if } x<0  \tag{1.10}\\ u^{+} & \text {if } x>0\end{cases}
$$

Let $\hat{\lambda}$ be an upper bound for all characteristic speeds. For $t>\tau$, define

$$
U_{(u ; \tau, \xi)}^{\sharp}(t, x) \doteq \begin{cases}\omega(t-\tau, x-\xi) & \text { if }|x-\xi| \leq \hat{\lambda}(t-\tau),  \tag{1.11}\\ u(\tau, x) & \text { if }|x-\xi|>\hat{\lambda}(t-\tau) .\end{cases}
$$

Observe that the function $t \mapsto U_{(u ; \tau, \xi)}^{\sharp}(t, \cdot)$ is Lipschitz continuous w.r.t. the $\mathbf{L}^{1}$ distance, and approaches $u(\tau, \cdot)$ as $t \rightarrow \tau+$.

Next, call $\widetilde{A} \doteq D F(u(\tau, \xi))$ the Jacobian matrix of $F$ computed at the point $u(\tau, \xi)$. For $t>\tau$, define $U_{(u ; \tau, \xi)}^{\mathrm{b}}(t, x)$ as the solution of the linear hyperbolic Cauchy problem with constant coefficients

$$
\begin{equation*}
w_{t}+\widetilde{A} w_{x}=0, \quad w(\tau, x)=u(\tau, x) \tag{1.12}
\end{equation*}
$$

In the following, by Tot.Var. $\{u(\tau) ; I\}$ we denote the total variation of the function $u(\tau, \cdot)$ over the set $I$.

Proposition 2 (Local integral estimates). Let $u(t, \cdot)=S_{t} \bar{u}$ be any semigroup trajectory. Then, for some constant $C_{2}$, at each point $(\tau, \xi)$ one has
$\frac{1}{\eta} \int_{\xi-\rho+\eta \hat{\lambda}}^{\xi+\rho-\eta \hat{\lambda}}\left|u(\tau+\eta, x)-U_{(u ; \tau, \xi)}^{\sharp}(\tau+\eta, x)\right| d x \leq C_{2} \cdot \operatorname{Tot} . \operatorname{Var} .\{u(\tau) ;] \xi-\rho, \xi[\cup] \xi, \xi+\rho[ \}$,
$\left.\frac{1}{\eta} \int_{\xi-\rho+\eta \hat{\lambda} .}^{\xi+\rho-\eta \hat{\lambda}}\left|u(\tau+\eta, x)-U_{(u ; \tau, \xi)}^{b}(\tau+\eta, x)\right| d x \leq C_{2} .(\operatorname{Tot} . \operatorname{Var} .\{ ) u(\tau) ;] \xi-\rho, \xi+\rho[ \}\right)^{2}$,
for every $\rho, \eta>0$ sufficiently small. Viceversa, let $u:[0, T] \mapsto \mathbf{L}^{1}$ be a continuous map taking values inside the domain $\mathcal{D}$ of the semigroup. If the bounds (1.13), (1.14) hold for all $\xi \in \mathbb{R}$ and all but countably many times $\tau \in[0, T]$, then $u$ coincides with a semigroup trajectory.

Following [B5], a continuous function $u:[0, T] \mapsto \mathbf{L}^{1}$ will be called a Viscosity Solution of (1.1) if the inequalities (1.13), (1.14) hold at every $(\tau, \xi)$.

To motivate the decay estimates for waves of genuinely nonlinear families, we consider first the scalar case, assuming $F^{\prime \prime}>\kappa>0$. In this case, if $u=u(t, x)$ is a smooth solution of (1.1) defined for $t \geq \tau$, one has

$$
\begin{equation*}
\left.\left(u_{x}\right)_{t}+F^{\prime}(u) u_{x}\right)_{x}=-F^{\prime \prime}(u) u_{x}^{2} . \tag{1.15}
\end{equation*}
$$

Integrating (1.15) along characteristics, one obtains the pointwise estimate [O, Sm ]

$$
\begin{equation*}
u_{x}(t, x) \leq \frac{1}{\kappa(t-\tau)} \tag{1.16}
\end{equation*}
$$

In the vector-valued case, introduce the gradient components

$$
\begin{equation*}
u_{x}^{i} \doteq\left\langle l_{i}(u), u_{x}\right\rangle \tag{1.17}
\end{equation*}
$$

By (1.4), if $u=u(t, x)$ is a smooth solution of (1.1), one has (see [B1], p.412)

$$
\begin{equation*}
\left(u_{x}^{i}\right)_{t}+\left[\lambda_{i}(u)\right]\left(u_{x}^{i}\right)_{x}=-\left[\nabla \lambda_{i} \cdot r_{i}(u)\right]\left(u_{x}^{i}\right)^{2}+\sum_{j \neq k} G_{i j k}(u) u_{x}^{j} u_{x}^{k}, \tag{1.18}
\end{equation*}
$$

where $G_{i j k}(u)=\lambda_{j}(u)\left\langle l_{i}(u),\left[r_{j}(u), r_{k}(u)\right]\right\rangle$. Assume that the $i$-th field is genuinely nonlinear, so that $\nabla \lambda_{i} \cdot r_{i}(u) \geq \kappa>0$, and let $u=u(t, x)$ be a smooth solution defined for $t \geq \tau$. If $G_{i j k} \equiv 0$ for all $i, j, k$, then the gradient component $u_{x}^{i}$ would clearly satisfy an estimate of the form (1.16). In general, (1.16) may fail because of the last term on the right hand side of (1.18). Observe that this summation essentially depends on the (instantaneous) amount of wave interaction. This suggests that the amount by which (1.16) fails, measured by

$$
\begin{equation*}
\int_{\left\{u_{x}^{i}>\eta\right\}} u_{x}^{i}(t, x) d x \tag{1.19}
\end{equation*}
$$

for any $\eta>1 / \kappa(t-\tau)$, can be estimated in terms of the total amount of interaction taking place during the interval $[\tau, t]$. This quantity, in turn, can be bounded by $Q(\tau)-Q(t)$, i.e. by the decay in the wave interaction potential. To state the result in the most general case of a $B V$ solution, one more piece of notation is needed. Let $u \in B V$, and let $\mu_{i}$ be the measure determined by the $i$-waves in $u$, as in (1.7), (1.8). Call $m$ the Lebesgue measure on $\mathbb{R}$ and split $\mu_{i}=\mu_{i}^{s}+\mu_{i}^{a c}$ according to its singular and absolutely continuous part. For any $\eta>0$, define

$$
\begin{equation*}
V_{i}^{\eta+}(u) \doteq \mu_{i}^{s,+}(\mathbb{R})+\mu_{i}^{a c}\left(\left\{x ; \frac{d \mu_{i}^{a c}}{d m}(x)>\eta\right\}\right) \tag{1.20}
\end{equation*}
$$

where $\mu_{i}^{s,+}$ denotes the positive part of $\mu_{i}^{s}$. Observe that (1.20) coincides with (1.19) if $u$ is Lipschitz continuous. With the above notation, one has

Proposition 3 (Decay Estimates). Assume that the $i$-th characteristic field is genuinely nonlinear. Then there exist constants $C_{3}, \kappa>0$ such that any solution $u(t, \cdot)=S_{t} \bar{u}$ of (1.1) satisfies

$$
\begin{equation*}
V_{i}^{\eta+}(u(t, \cdot)) \leq C_{3}[Q(\tau)-Q(t)]\left(1-\frac{1}{) \eta \kappa(t-\tau)}\right)^{-1} \tag{1.21}
\end{equation*}
$$

for every $t>\tau \geq 0$ and $\eta>1 / \kappa(t-\tau)$.
A proof of (1.21) was first derived in [B-C3], for weak solutions obtained as limits of wave-front tracking approximations. In Section 7 of this paper we will show that similar estimates hold for our piecewise Lipschitz approximate solutions as well.

Towards a proof of Theorem 1, the basic strategy for obtaining a Lipschitz semigroup of solutions of (1.1) is to construct suitable approximate solutions, carefully controlling how their distance varies in time. We recall that, for a scalar conservation law, the entropic solutions constitute a contractive semigroup in $\mathbf{L}^{1}$ [C, K]. Indeed, any two solutions $u, u^{\prime}$ can be directly compared, showing that the distance

$$
\begin{equation*}
\left\|u(t, \cdot)-u^{\prime}(t, \cdot)\right\|_{\mathbf{L}^{1}} \tag{1.22}
\end{equation*}
$$

is a non-increasing function of time. This is definitely not true for systems [T2]. In the present case, following [B1], we consider a one-parameter family of (suitably regular) solutions $u^{\theta}, \theta \in[0,1]$, with $u^{0}=u, u^{1}=u^{\prime}$. For each $t$, the distance
(1.22) is clearly bounded by the $\mathbf{L}^{1}$-length of the path $\gamma_{t}: \theta \mapsto u^{\theta}(t, \cdot)$, defined by $\left\|\gamma_{t}\right\|_{\mathbf{L}^{1}} \doteq \sup \left\{\sum_{j=1}^{\nu}\left\|u^{\theta_{j}}(t, \cdot)-u^{\theta_{j-1}}(t, \cdot)\right\|_{\mathbf{L}^{1}}, 0=\theta_{0}<\theta_{1}<\cdots<\theta_{\nu}=1, \nu \geq 1\right\}$.
Therefore, if we show that this length satisfies

$$
\begin{equation*}
\left\|\gamma_{t}\right\|_{\mathbf{L}^{1}} \leq L \cdot\left\|\gamma_{0}\right\|_{\mathbf{L}^{1}} \tag{1.23}
\end{equation*}
$$

for every curve $\gamma_{0}$ joining $u(0)$ with $u^{\prime}(0)$, it will follow that

$$
\begin{equation*}
\left\|u(t)-u^{\prime}(t)\right\|_{\mathbf{L}^{1}} \leq L \cdot\left\|u(0)-u^{\prime}(0)\right\|_{\mathbf{L}^{1}} \quad \forall t \geq 0 \tag{1.24}
\end{equation*}
$$

If the path $\gamma$ is suitably regular, its length can be computed by integrating the norm of a tangent vector:

$$
\begin{equation*}
\|\gamma\|_{\mathbf{L}^{1}}=\int_{0}^{1}\left\|\frac{d \gamma(\theta)}{d \theta}\right\|_{\mathbf{L}^{1}} d \theta \tag{1.25}
\end{equation*}
$$

An estimate of the form (1.24) can thus be obtained by showing that the norm of any tangent vector increases at most by a factor $L$.

We shall implement the above strategy using paths of piecewise Lipschitz functions. Let $\theta \mapsto u^{\theta}$ be a one-parameter family of piecewise Lipschitz functions, each $u^{\theta}$ having the same number of jumps, say at the points $y_{1}^{\theta}<\ldots<y_{N}^{\theta}$. Assume that there exist the functions (fig. 1):

$$
\begin{equation*}
v^{\theta}(x) \doteq \lim _{h \rightarrow 0} \frac{u^{\theta+h}(x)-u^{\theta}(x)}{h} \quad \text { for a.e. } x \tag{1.26}
\end{equation*}
$$

and the numbers

$$
\begin{equation*}
\xi_{\alpha}^{\theta} \doteq \lim _{h \rightarrow 0} \frac{y_{\alpha}^{\theta+h}-y_{\alpha}^{\theta}}{h} \quad \alpha=1, \ldots, N \tag{1.27}
\end{equation*}
$$


$y_{\alpha}{ }_{\alpha}$
Fig. 1

Then, under suitable regularity conditions, the $\mathbf{L}^{1}$-length of the path $\gamma: \theta \mapsto u^{\theta}$ is computed by

$$
\begin{equation*}
\|\gamma\|_{\mathbf{L}^{1}}=\int_{0}^{1}\left\|v^{\theta}\right\|_{\mathbf{L}^{1}} d \theta+\sum_{\alpha=1}^{N} \int_{0}^{1}\left|u^{\theta}\left(y_{\alpha}+\right)-u^{\theta}\left(y_{\alpha}-\right)\right|\left|\xi_{\alpha}^{\theta}\right| d \theta \tag{1.28}
\end{equation*}
$$

We stress the fact that, in general, the path $\theta \mapsto u^{\theta}$ is not differentiable w.r.t. the usual differential structure of $\mathbf{L}^{1}$. Indeed, if the shift rates $\xi_{\alpha}^{\theta}$ are not equal to zero, as $h \rightarrow 0$ the ratio $\left[u^{\theta+h}-u^{\theta}\right] / h$ does not converge to any limit in $\mathbf{L}^{1}$. In order to correctly measure the length of a path $\gamma$, it is essential to work with a class of "generalized tangent vectors" of the form $(v, \xi) \in T_{u} \doteq \mathbf{L}^{1}\left(\mathbb{R} ; \mathbb{R}^{n}\right) \times \mathbb{R}^{N}$. Observe that the tangent space $T_{u}$ actually depends on the function $u$, through the number of points of discontinuity.

Next, assume that each function $u^{\theta}(t, \cdot)$ is a solution of the system of conservation laws (1.1). A set of linearized evolution equations for the corresponding tangent vectors $\left(v^{\theta}, \xi^{\theta}\right)$ was derived in [B-M1]. To write down these equations, some notation must be introduced. Let $A(u)$ be the Jacobian matrix of $f$ at $u$ and call $\lambda_{i}(u), l_{i}(u), r_{i}(u)$ respectively its eigenvalues and left and right eingenvectors. For $u, u^{\prime} \in \mathbb{R}^{n}$, define the averaged matrix

$$
\begin{equation*}
A\left(u, u^{\prime}\right) \doteq \int_{0}^{1} A\left(\theta u+(1-\theta) u^{\prime}\right) d \theta \tag{1.29}
\end{equation*}
$$

with eigenvalues $\lambda_{i}\left(u, u^{\prime}\right)$, and choose right and left eigenvectors $r_{i}\left(u, u^{\prime}\right), l_{i}\left(u, u^{\prime}\right)$ of $A\left(u, u^{\prime}\right)$ according to (1.6). The differential of $\lambda_{i}$ at $\left(u, u^{\prime}\right)$ is written $D \lambda_{i}\left(u, u^{\prime}\right)$. We thus have

$$
\begin{equation*}
\left.D \lambda_{i}\left(u, u^{\prime}\right) \cdot\left(v, v^{\prime}\right)=\lim _{\varepsilon \rightarrow 0} \varepsilon^{-1}\left[\lambda_{i}\left(u+\varepsilon v, u^{\prime}+\varepsilon v^{\prime}\right)-\lambda_{i}\left(u, u^{\prime}\right)\right)\right] . \tag{1.30}
\end{equation*}
$$

The same notation will be used for the differentials of the eigenvectors $r_{i}$ and $l_{i}$.
Let $u=u(t, x)$ be a piecewise Lipschitz continuous weak solution of (1.1). At almost every point $(t, x)$, the function $u$ thus satisfies the quasilinear system (1.4) while, along the shock lines $x=y_{\alpha}(t)$, the Rankine-Hugoniot equations hold:

$$
\begin{equation*}
\dot{y}_{\alpha}\left[u^{+}-u^{-}\right]=\left[f\left(u^{+}\right)-f\left(u^{-}\right)\right] \tag{1.31}
\end{equation*}
$$

with $u^{+}=u\left(t, y_{\alpha}+\right), u^{-}=u\left(t, y_{\alpha}-\right)$. If the jump at $y_{\alpha}$ occurs in the $k_{\alpha}$-th characteristic family, this implies that $u^{+}-u^{-}$is a right eigenvector of the matrix $A\left(u^{+}, u^{-}\right)$, with corresponding eigenvalue

$$
\begin{equation*}
\dot{y}_{\alpha}=\lambda_{k_{\alpha}}\left(u^{+}, u^{-}\right) \tag{1.32}
\end{equation*}
$$

The eigenvector condition can also be written as

$$
\begin{equation*}
\left\langle l_{i}\left(u^{+}, u^{-}\right), u^{+}-u^{-}\right\rangle=0 \quad \forall i \neq k_{\alpha} \tag{1.33}
\end{equation*}
$$

A system of linearized evolution equations for the generalized tangent vector $(v, \xi)$ can now be derived from (1.4), (1.32) and (1.33). Namely

$$
\begin{equation*}
v_{t}+A(u) v_{x}+[D A(u) \cdot v] u_{x}=0 \tag{1.34}
\end{equation*}
$$

outside the lines of discontinuity, together with the conditions

$$
\begin{align*}
&\left.\left\langle D l_{i}\left(u^{+}, u^{-}\right) \cdot\left(\xi_{\alpha} u_{x}^{+}+v^{+},\right) \xi_{\alpha} u_{x}^{-}+v^{-}\right), u^{+}-u^{-}\right\rangle  \tag{1.35}\\
&+\left\langle l_{i}\left(u^{+}, u^{-}\right), \xi_{\alpha} u_{x}^{+}+v^{+}-\xi_{\alpha} u_{x}^{-}-v^{-}\right\rangle=0 \quad \forall i \neq k_{\alpha}
\end{align*}
$$

$$
\begin{equation*}
\left.\dot{\xi}_{\alpha}=D \lambda_{k_{\alpha}}\left(u^{+}, u^{-}\right) \cdot\left(\xi_{\alpha} u_{x}^{+}\right)+v^{+}, \xi_{\alpha} u_{x}^{-}+v^{-}\right) \tag{1.36}
\end{equation*}
$$

on each line $x=y_{\alpha}(t)$ where $u$ has a shock (or contact discontinuity) in the $k_{\alpha}$-th characteristic field. Observe that the equations (1.34) are formally derived from (1.4), replacing $u$ by $u+\varepsilon v$ and differentiating w.r.t. $\varepsilon$. Similarly, the equations (1.35), (1.36) are obtained from (1.33), (1.32) replacing the right and left limits $u^{+}, u^{-}$by $u^{+}+\varepsilon v^{+}+\varepsilon u_{x}^{+} \xi_{\alpha}$ and $u^{-}+\varepsilon v^{-}+\varepsilon u_{x}^{-} \xi_{\alpha}$ respectively, and differentiating w.r.t. $\varepsilon$. For a rigorous derivation of (1.34)-(1.36) see [B-M1].

According to (1.28), the standard $\mathbf{L}^{1}$-length of a path $\gamma$ can be computed by integrating the norm of its tangent vector, defined as

$$
\begin{equation*}
\|(v, \xi)\|_{\mathbf{L}^{1}} \doteq\|v\|_{\mathbf{L}^{1}}+\sum_{\alpha}\left|u\left(y_{\alpha}+\right)-u\left(y_{\alpha}-\right)\right|\left|\xi_{\alpha}\right| \tag{1.37}
\end{equation*}
$$

Example 1. In the scalar case, it is well known that the conservation law (1.1) generates a contractive semigroup in $\mathbf{L}^{1}$. In particular, the $\mathbf{L}^{1}$-length of a path of solutions does not increase in time, and the same holds for the norm (1.37) of a tangent vector. It is an instructive exercise to carry out the computations in this simple case. Let $F$ be convex and let $u=u(t, x)$ be a piecewise Lipschitz solution of (1.1), with jumps at the points $x=y_{\alpha}(t), \alpha=1, \ldots, N$. Calling $\lambda(u) \doteq D F(u)$ the characteristic speed, (1.4) takes the form

$$
\begin{equation*}
u_{t}+\lambda(u) u_{x}=0 \tag{1.38}
\end{equation*}
$$

At points of jump, the Rankine-Hugoniot and the entropy conditions yield

$$
\begin{gather*}
\dot{y}_{\alpha}=\frac{1}{\left|\sigma_{\alpha}\right|} \int_{\sigma_{\alpha}}^{0} \lambda\left(u\left(y_{\alpha}-\right)+s\right) d s=\frac{F\left(u\left(y_{\alpha}+\right)\right)-F\left(u\left(y_{\alpha}-\right)\right)}{u\left(y_{\alpha}+\right)-u\left(y_{\alpha}-\right)},  \tag{1.39}\\
\sigma_{\alpha}=u\left(y_{\alpha}+\right)-u\left(y_{\alpha}-\right)<0 . \tag{1.40}
\end{gather*}
$$

The linearized evolution equations (1.34)-(1.36) for a generalized tangent vector $(v, \xi)$ take the form

$$
\begin{gather*}
v_{t}+[\lambda(u) v]_{x}=0  \tag{1.41}\\
\left.\dot{\xi}_{\alpha}=D \lambda\left(u^{-}, u^{+}\right) \cdot\left(v^{-}+\xi_{\alpha} u_{x}^{-},\right) v^{+}+\xi_{\alpha} u_{x}^{+}\right) \quad \alpha=1, \ldots, N . \tag{1.42}
\end{gather*}
$$

Here and in the following, we use the shorter notation $u^{ \pm} \doteq u\left(y_{\alpha} \pm\right)$, and similarly for $v^{ \pm}, u_{x}^{ \pm}$. Observing that

$$
\begin{equation*}
\dot{\sigma_{\alpha}}=\left(\lambda\left(u^{-}\right)-\dot{y_{\alpha}}\right) u_{x}^{-}+\left(\dot{y_{\alpha}}-\lambda\left(u^{+}\right)\right) u_{x}^{+}, \quad \sigma_{\alpha}=u^{+}-u^{-}<0 \tag{1.43}
\end{equation*}
$$

$$
\begin{align*}
D \lambda\left(u^{-}, u^{+}\right) \cdot\left(\eta^{-}, \eta^{+}\right) & \doteq \frac{d}{d \varepsilon}\left[\frac{F\left(u^{-}+\varepsilon \eta^{-}\right)-F\left(u^{+}+\varepsilon \eta^{+}\right)}{\left(u^{-}+\varepsilon \eta^{-}\right)-\left(u^{+}+\varepsilon \eta^{+}\right)}\right]_{\varepsilon=0}  \tag{1.44}\\
& =\frac{\lambda\left(u^{-}\right) \eta^{-}-\lambda\left(u^{+}\right) \eta^{+}}{u^{-}-u^{+}}-\frac{f\left(u^{-}\right)-f\left(u^{+}\right)}{u^{-}-u^{+}} \cdot \frac{\eta^{-}-\eta^{+}}{u^{-}-u^{+}} \\
& =\left(\lambda\left(u^{-}\right)-\dot{y}\right) \frac{\eta^{-}}{\left|\sigma_{\alpha}\right|}+\left(\dot{y_{\alpha}}-\lambda\left(u^{+}\right)\right) \frac{\eta^{+}}{\left|\sigma_{\alpha}\right|}
\end{align*}
$$

from (1.41), (1.42) we obtain

$$
\begin{align*}
\frac{d}{d t} & \left\{\int_{-\infty}^{\infty}|v(t, x)| d x+\sum_{\alpha=1}^{N}\left|\xi_{\alpha}\right|\left|\sigma_{\alpha}\right|\right\} \\
= & -\left\{\sum_{\alpha}\left(\lambda\left(u^{-}\right)-\dot{y_{\alpha}}\right)\left|v^{-}\right|+\sum_{\alpha}\left(\dot{y}_{\alpha}-\lambda\left(u^{+}\right)\right)\left|v^{+}\right|\right\} \\
& \left.+\sum_{\alpha} D \lambda\left(u^{-}, u^{+}\right) \cdot\left(v^{-}+\xi_{\alpha} u_{x}^{-},\right) v^{+}+\xi_{\alpha} u_{x}^{+}\right)\left(\operatorname{sign} \xi_{\alpha}\right)\left|\sigma_{\alpha}\right|  \tag{1.45}\\
& +\sum_{\alpha}\left|\xi_{\alpha}\right|\left[\left(\lambda\left(u^{-}\right)-\dot{y_{\alpha}}\right) u_{x}^{-}-\left(\dot{y_{\alpha}}-\lambda\left(u^{+}\right)\right)\right] \\
& \leq 0 .
\end{align*}
$$

In the case of systems, on the other hand, the norm (1.37) may well increase along solutions of (1.34)-(1.36). In [B4], however, the following was proved.

Proposition 4. There exists a set $\mathcal{U}$, containing all piecewise Lipschitz functions with sufficiently small total variation, and a family of weighted norms $\|\cdot\|_{u}$, defined for $u \in \mathcal{U}$, with the following properties.
(i) If $u=u(t, x)$ is a piecewise Lipschitz continuous solution of (1.1) with $u(t) \in \mathcal{U}$, and if the pair $(v(t), \xi(t))$ is any solution of the corresponding linearized system, then the norm $\|(v(t), \xi(t))\|_{u(t)}$ is a non-increasing function of time, even at times where two shocks interact.
(ii) There exists a constant $L$ such that, for all $u \in \mathcal{U}$ and $(v, \xi) \in T_{u}$, one has

$$
\begin{equation*}
\|(v, \xi)\|_{\mathbf{L}^{1}} \leq\|(v, \xi)\|_{u} \leq L \cdot\|(v, \xi)\|_{\mathbf{L}^{1}} \tag{1.46}
\end{equation*}
$$

In turn, the Riemann metric $\|\cdot\|_{u}$ determines a weighted distance $d_{\star}$ on $\mathcal{U}$. Roughly speaking, $d_{\star}\left(u, u^{\prime}\right)$ is the infimum of the weighted length of paths joining $u$ with $u^{\prime}$. A more careful construction goes as follows.

Definition 1. We say that a continuous map $\gamma: \theta \mapsto u^{\theta} \doteq \gamma(\theta)$ from an open interval $J$ into $\mathbf{L}_{l o c}^{1}$ is a Regular Path $(\mathrm{RP})$ if the following holds. For $\theta \in J$, all functions $u^{\theta}$ are piecewise Lipschitz continuous, with the same number of jumps, say at $x_{1}^{\theta}<\cdots<x_{N}^{\theta}$, and the same Lipschitz constant outside these points of jump. They all coincide outside some fixed interval $[-M, M]$. Moreover, the function $\theta \mapsto u_{x}^{\theta}$ is continuous from $J$ into $\mathbf{L}^{1}$. The map $\theta \mapsto u^{\theta}$ admits a generalized tangent vector $D \gamma(\theta)=\left(v^{\theta}, \xi^{\theta}\right) \in T_{\gamma(\theta)}=\mathbf{L}^{1}\left(\mathbb{R} ; \mathbb{R}^{n}\right) \times \mathbb{R}^{N}$, continuously depending on $\theta$.

Definition 2. A continuous map $\gamma:[a, b] \mapsto \mathbf{L}^{1}$ is a Piecewise Regular Path (PRP) if there exist finitely many values $a=\theta_{0}<\theta_{1}<\cdots<\theta_{N}=b$ such that the restriction of $\gamma$ to each open subinterval $\left.J_{\ell} \doteq\right] \theta_{\ell-1}, \theta_{\ell}[$ is a regular path.

Given any two piecewise Lipschitz continuous functions $u, u^{\prime} \in \mathcal{U}$, call $\Sigma_{u, u^{\prime}}$ the family of all regular paths $\gamma:[0,1] \mapsto \mathcal{U}$ with $\gamma(0)=u, \gamma(1)=u^{\prime}$. The weighted length of a path $\gamma \in \Sigma_{u, u^{\prime}}$ is then defined, using the notation of Proposition 4, as

$$
\begin{equation*}
\|\gamma\|_{\star} \doteq \int_{0}^{1}\|D \gamma(\theta)\|_{\gamma(\theta)} d \theta \tag{1.47}
\end{equation*}
$$

while the Riemannian distance between $u$ and $u^{\prime}$ is given by

$$
\begin{equation*}
d_{\star}\left(u, u^{\prime}\right) \doteq \inf \left\{\|\gamma\|_{\star} ; \quad \gamma \in \Sigma_{u, u^{\prime}}\right\} . \tag{1.48}
\end{equation*}
$$

As proved in [B-B], the weighted length (1.47) is lower semicontinuous: if $\left(\gamma_{\nu}\right)_{\nu \geq 0}$ is a sequence of piecewise regular paths such that

$$
\lim _{\nu \rightarrow \infty} \sup _{\theta \in[0,1]}\left\|\gamma_{\nu}(\theta)-\gamma_{0}(\theta)\right\|_{\mathbf{L}^{1}}=0
$$

then

$$
\left\|\gamma_{0}\right\|_{\star} \leq \liminf _{\nu \rightarrow \infty}\left\|\gamma_{\nu}\right\|_{\star}
$$

Because of (ii) in Proposition 4, the distance $d_{\star}$ is uniformly equivalent to the standard $\mathbf{L}^{1}$ distance. Hence, it can be extended by continuity to the $\mathbf{L}^{1}$ closure of $\mathcal{U}$. Moreover, by (i), the length of every regular path does not increase in time along the flow of (1.1). This suggests that the flow generated by (1.1) should be globally contractive w.r.t. the weighted distance $d_{\star}$, and hence uniformly Lipschitz continuous w.r.t. the usual $\mathbf{L}^{1}$ distance.

Unfortunately, a rigorous proof of this fact runs into a major difficulty. Indeed, the estimates on the norm of a tangent vector, and on the length of a path $\theta \mapsto \gamma_{t}(\theta)$, are valid assuming that all solutions remain piecewise Lipschitz throughout a given interval $[0, T]$. This is not the case in general. Indeed, a piecewise Lipschitz solution may lose its regularity in two ways (fig. 2):
(i) The number of shock fronts may become infinite in finite time, due to repeated shock interactions.
(ii) The Lipschitz constant outside the shocks may become infinite, due to the genuine nonlinearity of some characteristic fields.

We recall that, in the special case where all characteristic fields are linearly degenerate, solutions which are initially smooth remain smooth for all times. In this case, as soon as Proposition 4 has been established, the construction of the semigroup is straightforward [B1]. The purpose of the present paper is to show that this construction can still be accomplished, for general $n \times n$ genuinely nonlinear systems, with the aid of three technical tools:
(1) A restarting procedure, which replaces a path $\gamma_{\tau}: \theta \mapsto u^{\theta}(\tau)$ with a new path $\gamma_{\tau+}$. This is used when some of the functions $u^{\theta}$ are about to lose their regularity and cannot be prolonged further in time.
(2) A slight modification of the Rankine-Hugoniot equations, which forces shock curves to coincide with rarefaction curves, for small amplitudes.
(3) A cyclical concatenation of flows generated by quasilinear systems where $n-1$ characteristic fields are linearly degenerate and only one is genuinely nonlinear. In the limit, this yields the flow generated by a general system, with an arbitrary number of genuinely nonlinear fields.


Fig. 2
Restarting procedures, applied to approximate solutions, are well known in the literature. A classical example is the Glimm scheme. Another one, consisting of periodic mollifications, occurs in [B3]. We remark that, in our case, the new path $\gamma_{\tau+}$ should satisfy

$$
\begin{equation*}
\left\|\gamma_{\tau+}(\theta)-\gamma_{\tau}(\theta)\right\|_{\mathbf{L}^{1}} \leq \varepsilon_{0} \quad \forall \theta \tag{1.49}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\gamma_{\tau+}\right\|_{\star} \leq\left\|\gamma_{\tau}\right\|_{\star}+\varepsilon_{0} \tag{1.50}
\end{equation*}
$$

for some $\varepsilon_{0}>0$ suitably small. In other words, the new path must be close to the old one, and its length should be almost the same. In addition, the solutions $u^{\theta}$ should be well defined and remain regular on some interval $[\tau, \tau+\delta]$, with $\delta>0$ independent of $\varepsilon_{0}$. Working with exact solutions, it is apparently not possible to meet all these requirements. This is why the approximations (2)-(3) are used.

The idea of interpolating between shock and rarefaction curves was introduced in [B-C1]. In an $\varepsilon$-approximate solution, shocks of strength $|\sigma| \geq 4 \varepsilon$ satisfy the Rankine-Hugoniot equations exactly. On the other hand, shocks of strength $\leq 3 \varepsilon$ connect a right and a left state lying on the same rarefaction curve. Observing that any solution contains at most finitely many shocks of strength $>3 \varepsilon$, the advantage of this approximation is clear. Indeed, outside a finite number of lines in the $t-x$ plane (which we regard as "free boundaries"), we are now dealing with a system where shock and rarefaction curves coincide.

The cyclical concatenation of flows, a particular kind of flux-splitting method, is the main new technique introduced in the present paper. It provides the key for extending the result in [B-C1] to the general $n \times n$ case. The construction goes as follows. Given the system (1.4), fix a state $u^{*}$ and let $\lambda_{1}^{*}<\cdots<\lambda_{n}^{*}$ be the eigenvalues of $A\left(u^{*}\right)$. For $h=1, \ldots, n$, call $A_{h}(u)$ the matrix with the same eigenvectors $r_{1}(u), \ldots, r_{n}(u)$ as $A(u)$, but whose eigenvalues are

$$
\begin{equation*}
\left.\lambda_{1}^{*}, \cdots, \lambda_{h-1}^{*}, \lambda_{h}^{*}+n() \lambda_{h}(u)-\lambda_{h}^{*}\right), \ldots, \lambda_{n}^{*} \tag{1.51}
\end{equation*}
$$

Clearly, for each $h$, the system

$$
\begin{equation*}
u_{t}+A_{h}(u) u_{x}=0 \tag{1.52}
\end{equation*}
$$

has $n-1$ linearly degenerate fields. Call $(t, \bar{u}) \mapsto S_{t}^{h} \bar{u}$ the corresponding flow. Given a time step $\Delta t>0$, we now concatenate the flows of the semigroups $S^{1}, \ldots, S^{n}$ cyclically, on subintervals of length $\Delta t / n$. Letting $\Delta t \rightarrow 0$, in the limit we obtain the flow determined by (1.4).

## CHAPTER 2

## Outline of the proof

We collect here the basic steps in the proof of Theorem 1. Technical details will be worked out in the remaining sections.

By possibly performing a linear rescaling of time, it is not restrictive to assume that all wave speeds are $<1$ in absolute value. Moreover, throughout the main construction we shall assume that all characteristic fields are genuinely nonlinear. When one or more linearly degenerate fields are present, the minor modifications needed in the proof will be described in the last section of the paper.

We begin by defining, for a given $\varepsilon>0$, a set of approximate Rankine-Hugoniot conditions. These coincide with the usual ones for shocks of strength $|\sigma| \geq 4 \varepsilon$. For a given state $u \in \mathbb{R}^{n}$ and $i=1, \ldots, n$, denote by

$$
\left.\left.\sigma \mapsto S_{i}(\sigma) u\right), \quad \sigma \mapsto R_{i}(\sigma) u\right)
$$



Fig. 3
the usual $i$-shock and $i$-rarefaction curves through $u$, parametrized by arclength. As customary, the orientation is chosen so that the $i$-th characteristic speed is increasing along the curves $S_{i}, R_{i}$. Consider a smooth, non-increasing map $\varphi$ : $\mathbb{R} \mapsto[0,1]$ such that

$$
\left\{\begin{array}{ll}
\varphi(\sigma)=1 & \text { if } \sigma<-4  \tag{2.1}\\
\varphi(\sigma)=0 & \text { if } \sigma>-3
\end{array} \quad \dot{\varphi} \in[-2,0]\right.
$$

Define the interpolated curves (fig. 3)

$$
\begin{equation*}
\left.\left.\left.\Psi_{i}^{\varepsilon}(\sigma) u\right) \doteq \varphi(\sigma / \varepsilon) \cdot S_{i}(\sigma) u^{-}\right)+(1-\varphi(\sigma / \varepsilon)) \cdot R_{i}(\sigma) u^{-}\right) \tag{2.2}
\end{equation*}
$$

Definition 3. We say that the jump $\left(u^{-}, u^{+}\right)$, located at $x=y(t)$ and travelling with speed $\dot{y}$, satisfies the $\varepsilon$-Rankine-Hugoniot conditions $(\varepsilon-\mathrm{RH})$ if, for some $\sigma<0$ and some $i \in\{1, \ldots, n\}$, we have

$$
\begin{gather*}
\left.u^{+}=\Psi_{i}^{\varepsilon}(\sigma) u^{-}\right)  \tag{2.3}\\
\dot{y}=\lambda_{i}^{\varepsilon}\left(u^{-}, u^{+}\right) \doteq \varphi(\sigma / \varepsilon) \lambda_{i}^{s}+(1-\varphi(\sigma / \varepsilon)) \lambda_{i}^{r} \tag{2.4}
\end{gather*}
$$

Here $\lambda_{i}^{s}$ is the speed of a true shock connecting $u^{-}$with $\left.S_{i}(\sigma) u^{-}\right)$, while

$$
\begin{equation*}
\left.\lambda_{i}^{r} \doteq \frac{1}{|\sigma|} \int_{\sigma}^{0} \lambda_{i}\left(R_{i}(s) u^{-}\right)\right) d s \tag{2.5}
\end{equation*}
$$

The modified Rankine-Hugoniot conditions introduced above, in turn, determine a new way of approximately solving a Riemann problem. More precisely, consider the initial data

$$
u(0, x)= \begin{cases}u^{-} & \text {if } x<0  \tag{2.6}\\ u^{+} & \text {if } x>0\end{cases}
$$

We seek a self-similar, piecewise Lipschitz function $\omega=\omega(t, x)$ which satisfies the quasilinear system (1.4) almost everywhere, and the $\varepsilon$-approximate RankineHugoniot conditions along each shock line. The solution to this problem is provided by the following
$\varepsilon$-Riemann Solver: Using the implicit function theorem, determine wave sizes $\sigma_{1}, \ldots, \sigma_{n}$ such that

$$
\begin{equation*}
\left.u^{+}=\Psi_{n}^{\varepsilon}\left(\sigma_{n}\right) \circ \cdots \circ \Psi_{1}^{\varepsilon}\left(\sigma_{1}\right) u^{-}\right) \tag{2.7}
\end{equation*}
$$

Let $\left.\left.\omega_{0}=u^{-}, \omega_{1}=\Psi_{1}^{\varepsilon}\left(\sigma_{1}\right) \omega_{0}\right), \ldots, \omega_{n}=\Psi_{n}^{\varepsilon}\left(\sigma_{n}\right) \omega_{n-1}\right)=u^{+}$be the corresponding intermediate states. If $\sigma_{i} \geq 0$, the states $\omega_{i-1}$ and $\omega_{i}$ are connected by a centered rarefaction wave of the $i$-th family, as usual. If $\sigma_{i}<0$, these two states are connected by a single jump, travelling with the speed $\dot{y}=\lambda_{i}^{\varepsilon}\left(\omega_{i-1}, \omega_{i}\right)$ defined at (2.4).

Definition 4. An $\mathbf{L}^{1}$-continuous map $u:[0, T[\mapsto B V$ is a Viscosity $\varepsilon$-solution of (1.1) if at each point $(\tau, \xi)$ the inequalities (1.13), (1.14) hold for all $\rho, \eta>0$ sufficiently small, with $U^{b}$ the solution of (1.12), and

$$
U_{(u ; \tau, \xi)}^{\sharp}(t, x) \doteq \begin{cases}\omega^{\varepsilon}(t-\tau, x-\xi) & \text { if }|x-\xi| \leq t-\tau, \\ u(\tau, x) & \text { if }|x-\xi|>t-\tau .\end{cases}
$$

Here $\omega^{\varepsilon}$ is the $\varepsilon$-solution of the Riemann problem with data $u(\tau, \xi-), u(\tau, \xi+)$. Observe that, by our initial assumption, we can take here $\hat{\lambda}=1$ as an upper bound for all wave speeds.

For the most part, our work will be devoted to a proof of

Theorem 3. With the same assumptions of Theorem 1, for some constants $L, \eta_{0}>$ 0 the following holds. For each $\varepsilon>0$ there exists a closed domain $\mathcal{D}^{\varepsilon} \subset \mathbf{L}^{1}\left(\mathbb{R} ; \mathbb{R}^{n}\right)$ and a continuous semigroup $S^{\varepsilon}: \mathcal{D}^{\varepsilon} \times\left[0, \infty\left[\mapsto \mathcal{D}^{\varepsilon}\right.\right.$ with the properties:
(i) Every function $\bar{u} \in \mathbf{L}^{1}$ with Tot.Var. $(\bar{u}) \leq \eta_{0}$ lies in $\mathcal{D}^{\varepsilon}$.
(ii) For all $\bar{u}, \bar{v} \in \mathcal{D}^{\varepsilon}, t, s \geq 0$ one has $\left\|S_{t}^{\varepsilon} \bar{u}-S_{s}^{\varepsilon} \bar{v}\right\|_{\mathbf{L}^{1}} \leq L \cdot\left(|t-s|+\|\bar{u}-\bar{v}\|_{\mathbf{L}^{1}}\right)$.
(iii) If $\bar{u} \in \mathcal{D}^{\varepsilon}$ is piecewise constant, then for $t>0$ sufficiently small the function $u(t, \cdot)=S_{t}^{\varepsilon} \bar{u}$ coincides with the solution of (1.1)-(1.2) obtained by piecing together the solutions of the corresponding Riemann problems determined by the $\varepsilon$-Riemann Solver.
As soon as Theorem 3 is established, letting $\varepsilon \rightarrow 0$ it will be an easy matter to show that the semigroups $S^{\varepsilon}$ converge to a unique semigroup $S$, having all the properties stated in Theorem 1. Throughout the following, we thus fix some $\varepsilon>0$ and concentrate on the construction of the semigroup $S^{\varepsilon}$, with constants $L, \eta_{0}>0$ independent of $\varepsilon$. This requires several steps.

STEP 1. We begin by showing that a Lipschitz semigroup exists, whose domain contains all suitably small perturbations of a Riemann data.

Proposition 5. There exists a neighborhood of the origin $\Omega_{0} \subset \mathbb{R}^{n}$ and positive constants $L, \eta=\eta(\varepsilon)>0$ for which the following holds. For every $u^{-}, u^{+} \in \Omega_{0}$, there exists a closed domain $\mathcal{D}=\mathcal{D}_{\left(u^{-}, u^{+}\right)}$of the form

$$
\begin{equation*}
\mathcal{D} \doteq\left\{u \in B V ; \int_{-\infty}^{0}\left|u(x)-u^{-}\right| d x+\int_{0}^{\infty}\left|u(x)-u^{+}\right| d x<\infty, Q(u) \leq \eta\right\} \tag{2.8}
\end{equation*}
$$

and a Lipschitz semigroup $S$ on $\mathcal{D}$ satisfying (ii) and (iii) in Theorem 3 (with $\mathcal{D}^{\varepsilon}$ replaced by $\mathcal{D}$ ). Such a semigroup is unique, up to the domain. Its trajectories are Viscosity $\varepsilon$-solutions of (1.1).

It should be noted that Proposition 5 is much weaker than Theorem 3. Indeed, in the theorem the constant $\eta_{0}$ is independent of $\varepsilon$. This is essential, since we eventually need to consider the limit as $\varepsilon \rightarrow 0$. In Proposition 5, however, we allow ourselves to choose $\eta$ small depending on $\varepsilon$. In particular, by taking $\eta \ll \varepsilon^{2}$, we can assume that every function $u \in \mathcal{D}_{\left(u^{-}, u^{+}\right)}$has the same number of large shocks of strength $|\sigma|>\varepsilon$ (i.e. the same "qualitative structure") as the solution of the Riemann problem with data $u^{-}, u^{+}$.

The construction of the semigroup $S$ relies on the ideas described in the Introduction. For sake of clarity, we first describe the constructive procedure in the special case where the solution of the Riemann problem (2.6) does not contain any shock of strength $\geq 2 \varepsilon$. In this case, by choosing $\eta>0$ sufficiently small, we can assume that all functions $u$ in the set $\mathcal{D}=\mathcal{D}_{\left(u^{-}, u^{+}\right)}$in (2.8) contain shocks only of strength $<3 \varepsilon$. Because of the definitions (2.1)-(2.2), inside the positively invariant domain $\mathcal{D}$ the time evolution is thus determined by a system where shock and rarefaction curves coincide.

On a given interval $[0, T]$, our approximations will be piecewise Lipschitz solutions of a quasilinear system, except for a finite number of times $0=t_{0}<t_{1}<$ $\ldots<t_{\nu}<T$ where a restarting procedure is used. Namely, to prevent a loss of
regularity, at suitable times $t_{\ell}$ we shall replace $u\left(t_{\ell}-, \cdot\right)$ with a "nicer" function $u\left(t_{\ell}+, \cdot\right)$.

First of all, we choose a time step $\Delta t=\delta_{1}>0$ and partition the time axis into intervals of the form

$$
\begin{equation*}
I_{m, h} \doteq\left[\tau_{m, h-1}, \tau_{m, h}\left[\doteq\left[\left(m+\frac{h-1}{n}\right) \delta_{1},\left(m+\frac{h}{n}\right)\right) \delta_{1}[\right.\right. \tag{2.9}
\end{equation*}
$$

with $m \in \mathbb{N}, h \in\{1, \ldots, n\}$. Moreover, we fix a constant state $u^{*}$ and call $\lambda_{1}^{*}<$ $\ldots<\lambda_{n}^{*}$ the eigenvalues of the matrix $A\left(u^{*}\right)$. For $h=1, \ldots, n$, let $A_{h}(u)$ be the matrix with the same eigenvectors as $A(u)$, but whose eigenvalues are

$$
\begin{equation*}
\lambda_{1}^{*}, \ldots, \lambda_{h-1}^{*}, \lambda_{h}^{*}+n\left(\lambda_{h}(u)-\lambda_{h}^{*}\right), \ldots, \lambda_{n}^{*} \tag{2.10}
\end{equation*}
$$

In other words,

$$
\begin{equation*}
A_{h}(u) \mathbf{v}=n\left(\lambda_{h}(u)-\lambda_{h}^{*}\right)\left(l_{h}(u) \cdot \mathbf{v}\right) r_{h}(u)+\sum_{i=1}^{n} \lambda_{i}^{*}\left(l_{i}(u) \cdot \mathbf{v}\right) r_{i}(u) \quad \mathbf{v} \in \mathbb{R}^{n} \tag{2.11}
\end{equation*}
$$

On each subinterval $I_{m, h}$, our approximation $u$ will have the following properties. Each $u(t, \cdot)$ is piecewise Lipschitz continuous and satisfies

$$
\begin{equation*}
u_{t}+A_{h}(u) u_{x}=0 \tag{2.12}
\end{equation*}
$$

a. e. outside the jumps. At every point $x_{\alpha}(t)$ where $u(t, \cdot)$ is discontinuous, the jump occurs always in the $h$-characteristic family and the following approximate Rankine-Hugoniot conditions hold:

$$
\begin{gather*}
u\left(t, x_{\alpha}+\right)=R_{h}\left(\sigma_{\alpha}\right)\left(u\left(t, x_{\alpha}-\right)\right)  \tag{2.13}\\
\dot{x}_{\alpha}=\frac{1}{\left|\sigma_{\alpha}\right|} \int_{\sigma_{\alpha}}^{0} \lambda_{h}\left(R_{h}(s)\left(u\left(t, x_{\alpha}-\right)\right)\right) d s \tag{2.14}
\end{gather*}
$$

for some $\sigma_{\alpha}<0$. As usual, $\left.\sigma \mapsto R_{h}(\sigma) u\right)$ describes the $h$-rarefaction curve through the state $u$.

For a given piecewise Lipschitz initial data, the local existence and uniqueness of a piecewise Lipschitz solution to (2.12)-(2.14) follows from the standard theory of quasilinear hyperbolic equations. Let us briefly examine for how long this solution can retain its piecewise Lipschitz regularity. To fix the ideas, assume that, at some time $\tau \in I_{m, h}$, the gradient components $u_{x}^{i}=l_{i}(u) \cdot u_{x}$ of $u(\tau, \cdot)$ satisfy the bounds (for a. e. $x \in \mathbb{R}$ )

$$
\begin{gather*}
\left|u_{x}^{i}\right| \leq M \quad i=1, \ldots, n  \tag{2.15}\\
u_{x}^{h} \geq-1 \tag{2.16}
\end{gather*}
$$

(i) Whenever two or more $h$-shocks interact, they simply join together forming a single $h$-shock, without generating outgoing waves of any other family. Indeed, by construction all shocks in $u$ belong to the $h$-family. Moreover, according to our modified dynamics, shock and rarefaction curves coincide. As a consequence, the number of shock fronts can only decrease in time.
(ii) For $i \neq h$, the $i$-th eigenvalue of the matrix $A_{h}(u)$ is constantly equal to $\lambda_{i}^{*}$. Hence, for the system (2.12), the $i$-th family is linearly degenerate. As a consequence, all gradient components $u_{x}^{i}, i \neq h$, remain uniformly bounded. To
estimate the growth in the (genuinely nonlinear) component $u_{x}^{h}$, let $x=x(t)$ be an $h$-characteristic line, so that

$$
\dot{x}(t)=\lambda_{h}^{*}+n\left(\lambda_{h}(u(t, x))-\lambda_{h}^{*}\right)
$$

Differentiating along this line, from (2.12) we obtain an equation of the form

$$
\begin{equation*}
\frac{d}{d t} u_{x}^{h}(t, x(t))=-n\left[\nabla \lambda_{h} \cdot r_{h}(u)\right] \cdot\left(u_{x}^{h}\right)^{2}+\sum_{i \neq j} G_{h i j}(u) u_{x}^{i} u_{x}^{j}, \tag{2.17}
\end{equation*}
$$

where the functions $G_{h i j}$ are uniformly bounded. Due to the squared term on the right-hand side, the component $u_{x}^{h}$ may well approach $-\infty$ in finite time. However, by (2.17) and (2.16), this component can be bounded from below in terms of the solution to the O. D. E.

$$
\begin{equation*}
\dot{Z}=-a Z^{2}+b Z-c, \quad Z(0)=-1 \tag{2.18}
\end{equation*}
$$

where the positive constants $a, b, c$ depend only on the coefficients $G_{h i j}$ and on the uniform bounds already available on the other components $u_{x}^{i}, i \neq h$. This provides a lower bound on the time when the solution $u$ of (2.12)-(2.14) may lose its piecewise Lipschitz regularity.

Since the regularity of solutions is not preserved globally in time, the construction of piecewise Lipschitz approximate solutions on a given interval $[0, T]$ must involve some restarting procedures. These restartings are of two types.
(1) At time $t=0$ we approximate the initial data $\bar{u}$ with a piecewise Lipschitz function $u(0+, \cdot)$ containing only 1 -shocks. At each time $t=\tau_{m, h}$ at (2.9), we replace the function $u(t-, \cdot)$ (which contains only ) $h$-shocks) with a new function $u(t+, \cdot)$ containing only $(h+1)$-shocks [only 1 -shocks in the case $h=n$ ].
(2) At a time $t \in I_{m, h}$ when $\inf _{x} u_{x}^{h}(t, x)$ is getting close to $-\infty$, we replace $u(t-, \cdot)$ with a new function $u(t+, \cdot)$, still containing only $h$-shocks, which satisfies (2.16). This can always be accomplished by inserting several small downward jumps in regions where $u_{x}^{h}$ is large and negative (fig. 4).
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In all cases, at each restarting time $t$, we require that the distance $\| u(t+, \cdot)-$ $u(t-, \cdot) \|_{\mathbf{L}^{1}}$ be suitably small. Moreover, we make sure that the total strength
of waves and the interaction potential are changed very little by the restarting procedure.

By the analysis in (i)-(ii), the construction of an approximate solution on a given interval $[0, T]$ can be accomplished with a finite number of restartings. Indeed, on each subinterval $I_{m, h}$ we can derive an a-priori bound of the form (2.15) on every linearly degenerate component $u_{x}^{i}, i \neq h$. Hence, by (2.16) and (2.17), the difference $t_{\ell+1}-t_{\ell}$ between two restarting times is bounded from below by the length of the interval where the solution of (2.18) is defined.

We can now repeat the above construction with different values of the time step $\delta_{1}$, letting $\delta_{1} \rightarrow 0$, and obtain a sequence of approximate solutions $\left(u_{\nu}\right)_{\nu \geq 1}$. By possibly taking a subsequence, a compactness argument yields some function $u=\lim _{\nu} u_{\nu}$. We claim that this limit provides an $\varepsilon$-solution to (1.1)-(1.2).

Intuitively, this is seen as follows. Consider any wave, say of the $k$-th family. In an exact solution, this wave should travel with speed $\lambda_{k}(u)$. On the other hand, in an approximate solution with time step $\Delta t=\delta_{1}$, by (2.10) such a wave will travel with speed

$$
\dot{x}= \begin{cases}\lambda_{k}^{*} & \text { if } t \notin \bigcup_{m \geq 1} I_{m, k}, \\ \lambda_{k}^{*}+n\left(\lambda_{k}(u)-\lambda_{k}^{*}\right) & \text { if } t \in \bigcup_{m \geq 1} I_{m, k} .\end{cases}
$$

Therefore, on any interval of the form

$$
\left[m \delta_{1},(m+1) \delta_{1}\left[=I_{m, 1} \cup \cdots \cup I_{m, n}\right.\right.
$$

the average speed of a $k$-wave coincides with $\lambda_{k}(u)$. Letting $\delta_{1} \rightarrow 0$ we thus obtain an exact solution.

Of course, one could construct approximate solutions by a less sophysticated technique, such as the Glimm scheme or wave-front tracking. The use of piecewise Lipschitz approximations with successive restartings, however, offers a major advantage compared with all other methods. Namely, the distance between any two approximate solutions can now be carefully estimated. This is done as follows (fig. 5).
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For a fixed $\delta_{1}>0$, let $u, u^{\prime}$ be any two approximate solutions, constructed on the interval $[0, T]$ according to the above procedure. Consider any piecewise regular path $\gamma_{0}: \theta \mapsto u^{\theta}(0, \cdot)$ joining $u(0, \cdot)$ with $u^{\prime}(0, \cdot)$. We can then construct a oneparameter family of approximate solutions $u^{\theta}$ within the class of piecewise Lipschitz functions, implementing a restarting procedure at suitable times $t_{\ell}$ and carefully controlling the length of the path $\gamma_{t}: \theta \mapsto u^{\theta}(t, \cdot)$.

At times where all functions $u^{\theta}$ solve the same quasilinear system (2.12) with jump conditions (2.13)-(2.14), the weighted length of the generalized tangent vector $\left\|d u^{\theta} / d \theta\right\|_{u^{\theta}}$ does not increase. Moreover, a careful construction guarantees that, at each time $t$ where a restarting procedure is applied (simultaneously ) to all functions $\left.u^{\theta}(t-, \cdot)\right)$, the weighted length of the path $\gamma_{t}$ changes only by a very small amount. In the end, we obtain a bound on the length of the path $\gamma_{T}$, and hence on the distance $\left\|u(T, \cdot)-u^{\prime}(T, \cdot)\right\|_{\mathbf{L}^{1}}$, based on the length of the path $\gamma_{0}$. Letting $\delta_{1} \rightarrow 0$, this yields the Lipschitz estimate (ii) in Theorem 3.

It is worth observing that, if (1.1) is a special system where all shock and rarefaction curves coincide [T1], then the above construction already provides a complete proof of Theorem 1. For general systems, however, we still have to describe a proof of Proposition 5, in the case where the solution of the Riemann problem $\left(u^{-}, u^{+}\right)$contains one or more shocks with strength $\left|\sigma_{i}\right| \geq 2 \varepsilon$.

To fix the ideas, assume that the $\varepsilon$-solution of the Riemann problem (1.1)-(2.6) has $\nu$ shocks of strength $\geq 2 \varepsilon$, say in the families $j_{1}, \ldots, j_{\nu} \in\{1, \ldots, n\}$, plus possibly other shocks of smaller strength. Then, if we choose $\eta \ll \varepsilon^{2}$ sufficiently small, every function $u \in \mathcal{D}_{\left(u^{-}, u^{+}\right)}$will contain exactly one shock of strength $>\varepsilon$ for each of the families $j_{1}, \ldots, j_{\nu}$, plus possibly other shocks (of different families) all with strength $<3 \varepsilon$. For any fixed $\delta_{1}, \delta_{2}>0$, a piecewise Lipschitz continuous approximation $u=u(t, x)$ is constructed by choosing a time step $\Delta t=\delta_{1}$ and inserting $\nu$ "shock layers" of width $\delta_{2}$ around the large shocks, say located at
$y_{j_{1}}(t)<\cdots<y_{j_{\nu}}(t)$. For $t \in I_{m, h}$ as in (2.9), the function $u$ will have the following properties.

- At each point $y_{i}, i \in\left\{j_{1}, \ldots, j_{\nu}\right\}$, the $\varepsilon$-Rankine-Hugoniot conditions (2.3)-(2.4) hold.
- Inside each shock layer

$$
\begin{equation*}
B_{i} \doteq\left[y_{i}(t)-\delta_{2}, y_{i}(t)+\delta_{2}\right] \quad i \in\left\{j_{1}, \ldots, j_{\nu}\right\} \tag{2.19}
\end{equation*}
$$

the evolution of $u$ is determined by a quasilinear system where all characteristic speeds are constant (hence all fields are linearly degenerate).

- Outside the shock layers $B_{i}$, the function $u$ is a solution of the quasilinear system (2.12), with jumps occurring only in the $h$-characteristic field. All these jumps have strength $|\sigma|<3 \varepsilon$ and satisfy the $\varepsilon$-Rankine-Hugoniot equations (2.13)-(2.14).
The reason for inserting the shock layers is the following. Within a time interval $I_{m, h}$, if a small $h$-shock were to hit one of the large shocks, the interaction could produce several outgoing shocks of various families. By subsequent interactions, the total number of shocks could thus approach $+\infty$ within a very short time, and the algorithm would break down. To avoid this, we adopt an additional restarting procedure:
(3) At a time $t$ when an $h$-shock has penetrated inside one of the shock layers $B_{i}$, this shock is replaced by a steep Lipschitz continuous compression wave, before hitting the big shock at $y_{i}(t)$.

By letting all wave speeds be constant inside $B_{i}$, we make sure that this steep compression wave (of the $h$-family) does not "break", reforming an $h$-shock almost immediately. Since all wave speeds are bounded, it takes a positive amount of time for an $h$-wave to penetrate the shock layer $B_{i}$ of width $\delta_{2}>0$ and hit the shock at $y_{i}(t)$. Therefore, the length of the interval $\left[t_{\ell}, t_{\ell+1}\right]$ between two consecutive restarting times remains uniformly positive. In a finite number of steps, our approximate solution can thus be constructed on the whole interval $[0, T]$.

A detailed construction of approximate solutions in this more general case will be given in Section 3, together with the estimates on the weighted length of a generalized tangent vector. The restarting procedures are carefully analyzed in Section 4. The proof of Proposition 5 is then completed in Section 5, showing that, as $\delta_{1}, \delta_{2} \rightarrow 0$, our approximate solutions converge to a unique limit, continuously depending on the initial data.

STEP 2. For a given $\varepsilon>0$, we now construct a continuous semigroup $S^{\varepsilon}$ on a domain $\mathcal{D}^{\varepsilon}$, satisfying (i) and (iii) in Theorem 3.

Observe that, in Step 1, we obtained a family of semigroups with the properties (ii) and (iii) but not (i), because the domains $\mathcal{D}_{\left(u^{-}, u^{+}\right)}$would shrink to a point as $\varepsilon \rightarrow 0$. On the other hand, the domains $\mathcal{D}^{\varepsilon}$ which we now consider remain uniformly large, satisfying (i) for some $\eta_{0}>0$ independent of $\varepsilon$. The trajectories of the semigroup $S^{\varepsilon}$ are constructed by a wave-front tracking algorithm. This algorithm is essentially the same as described in [B-J, B6], except for the use of the $\varepsilon$-approximate Riemann solver (2.7).

The basic idea in the wave-front tracking method is well known [D, DP2, B2, R]. Start with a piecewise constant function $u(0, \cdot)$ close to the initial data $\bar{u}$. At each point of jump, one approximately solves the corresponding Riemann problem within the class of piecewise constant functions. This yields an approximate solution defined up to the first time $t_{1}$ where one or more wave-front interactions take place. The new Riemann problem is then solved again within the class of piecewise constant functions, prolonging the solution up to some time $t_{2}$ where the second set of interactions takes place, etc. In order to keep finite the total number of wave-fronts, we shall use two distinct procedures for approximately solving a Riemann problem: an accurate method, which possibly introduces several new fronts, and a simplified method, which avoids the introduction of new wave-fronts. The algorithm involves two (strictly positive) parameters: $\bar{\sigma}$, bounding the maximum size of rarefaction fronts, and $\bar{\rho}$, determining which Riemann problems will be accurately solved.

For a given Riemann problem with data $u^{-}, u^{+}$, these two solution methods are described below. By $\llbracket s \rrbracket$ we denote here the integer part of $s$.

Accurate $\varepsilon$-Riemann solver: Let $\omega_{0}=u^{-}, \omega_{1}, \ldots, \omega_{n}=u^{+}$be the states present in the $\varepsilon$-approximate solution of the Riemann problem, as in (2.7). The piecewise constant approximation $u$ is then obtained by replacing each rarefaction wave with a rarefaction fan. More precisely, if $\omega_{i}=\Psi_{i}^{\varepsilon}\left(\sigma_{i}\right)\left(\omega_{k-1}\right)$ with $\sigma_{i}>0$, we divide this jump into $p_{i}=1+\llbracket \sigma_{i} / \bar{\sigma} \rrbracket$ equal parts, inserting the intermediate states

$$
\omega_{i, 0}=\omega_{i-1}, \omega_{i, 1}, \ldots, \omega_{i, p_{i}}=\omega_{i} .
$$

Each small jump $\left(\omega_{i, \ell-1}, \omega_{i, \ell}\right)$ travels with speed $\lambda_{i}\left(\omega_{i, \ell}\right)$, i.e. with the characteristic speed of its right state.

Simplified $\varepsilon$-Riemann Solver: Assume that the Riemann problem is determined by the interaction of two waves of distinct families, say $i<j$, with sizes $\sigma_{i}, \sigma_{j}$. Call $u^{l}, u^{m}, u^{r}$ the left, middle and right states before the interaction. Clearly, $u^{m}=$ $\left.\left.\Psi_{j}^{\varepsilon}\left(\sigma_{j}\right) u^{l}\right), u^{r}=\Psi_{i}^{\varepsilon}\left(\sigma_{i}\right) u^{m}\right)$. We then solve the Riemann problem in terms of two outgoing wave-fronts of the same families, still with sizes $\sigma_{i}, \sigma_{j}$. The solution will thus involve a middle state $\left.\tilde{u}^{m}=\Psi_{i}^{\varepsilon}\left(\sigma_{i}\right) u^{l}\right)$ and a new right state $\tilde{u}^{r}=\Psi_{j}^{\varepsilon}\left(\sigma_{j}\right)\left(\tilde{u}^{m}\right)$. In general, $\tilde{u}^{r} \neq u^{r}$. The jump $\left(\tilde{u}^{r}, u^{r}\right)$ is then propagated along a non-physical wave-front, travelling with a fixed speed $\hat{\lambda}$, larger than all characteristic speeds. In the case where both incoming wave-fronts belong to the same $i$-th family and have sizes $\sigma_{i}, \sigma_{i}^{\prime}$, the Riemann problem is solved by a single outgoing $i$-wave of size $\sigma_{i}+\sigma_{i}^{\prime}$, together with a non-physical wave-front connecting the states $\left.\Psi_{i}^{\varepsilon}\left(\sigma_{i}+\sigma_{i}^{\prime}\right) u^{l}\right)$ and $u^{r}$, travelling with speed $\hat{\lambda}$.
Finally, in the case where a non-physical front hits an $i$-wave of size $\sigma_{i}$, the Riemann problem is solved in terms of an outgoing $i$-wave of the same size $\sigma_{i}$, and a nonphysical front always travelling with speed $\hat{\lambda}$.

To complete the description of the algorithm, it remains to specify which Riemann solver is used at any given interaction:

- The accurate method is used at time $t=0$, and at every interaction where the product of the strengths of the incoming waves is $\geq \bar{\rho}$.
- The simplified method is used at every interaction involving a non-physical wave-front, and also at interactions where the product of the strengths of the incoming waves is $<\bar{\rho}$.
In the above, we tacitly assumed that only two wave-fronts interact at any given point. This can always be achieved by an arbitrarily small change in the speed of one of the interacting fronts.

Given any initial data $\bar{u}$ with sufficiently small total variation, consider a sequence of piecewise constant functions such that $\bar{u}_{\nu} \rightarrow \bar{u}$ in $\mathbf{L}^{1}$. Calling $N_{\nu}$ the number of jumps in $\bar{u}_{\nu}$, choose the parameter values

$$
\bar{\sigma}_{\nu} \doteq \frac{1}{\nu}, \quad \quad \bar{\rho}_{\nu} \doteq e^{-\left(N_{\nu}+\nu\right)}
$$

For each $\nu \geq 1$, using the above algorithm we now construct a piecewise constant approximate solution $u_{\nu}$, with $u_{\nu}(0, \cdot)=\bar{u}_{\nu}$. Each $u_{\nu}$ is defined for all $t \in[0, \infty[$ and has a finite number of lines of discontinuity in the $t-x$ plane. By a straightforward adaptation of the estimates in [B-J, B6] one checks that, as $\nu \rightarrow \infty$,
(i) The total variation of $u_{\nu}(t, \cdot)$ remains uniformly small,
(ii) The maximum strength of rarefaction fronts in $u_{\nu}$ approaches zero,
(iii) The total strength of all non-physical waves approaches zero.

By (i), Helly's theorem guarantees the existence of a subsequence which converges to some function $u$ in $\mathbf{L}_{l o c}^{1}$. By (ii) and (iii), $u$ is an $\varepsilon$-solution of (1.1). Moreover, relying on the lengthy construction performed in Step 1, we can show that this limit function $u$ is unique and depends continuously on the initial data.

Proposition 6. Let $\bar{u} \in \mathbf{L}^{1}$ have sufficiently small total variation. Then any sequence of approximations $u_{\nu}$ generated by the above wave-front tracking algorithm converges to a unique limit $u=u(t, x)$, continuously depending on the initial data $\bar{u}$. The map

$$
(t, \bar{u}) \mapsto u(t, \cdot) \doteq S_{t}^{\varepsilon} \bar{u}
$$

is a continuous semigroup. Every trajectory is a Viscosity $\varepsilon$-solution of the corresponding Cauchy problem (1.1), (1.2).

The key step in the proof of Proposition 6 is to show that, locally in the $t$ $x$ plane, the limit solution $u$ coincides with a trajectory of one of the Lipschitz semigroups constructed in Step 1. More precisely, fix any point $(\tau, \bar{x})$ and define the one-sided limits $u^{-}=u(\tau, \bar{x}-), u^{+}=u(\tau, \bar{x}+)$. Choosing $\rho>0$ small enough, the truncated function

$$
\tilde{u}(x)= \begin{cases}u(\tau, x) & \text { if } x \in[\bar{x}-\rho, \bar{x}+\rho]  \tag{2.20}\\ u^{-} & \text {if } x<\bar{x}-\rho \\ u^{+} & \text {if } x>\bar{x}+\rho\end{cases}
$$

lies in the domain $\mathcal{D}_{\left(u^{-}, u^{+}\right)}$of one of the semigroups $S$ constructed in Step 1. One then has

$$
\begin{equation*}
\left.\left(S_{t-\tau} \tilde{u}\right) x\right)=u(t, x) \quad \forall(t, x) \in \Gamma \tag{2.21}
\end{equation*}
$$

where $\Gamma$ is the domain of dependency

$$
\begin{equation*}
\Gamma \doteq\{(t, x) ; t \geq \tau,|x-\bar{x}| \leq \rho-(t-\tau)\} \tag{2.22}
\end{equation*}
$$

From the uniqueness of the semigroup $S$, proved as in [B4], it thus follows the uniqueness of the limit function $u$.

STEP 3. All the remaining analysis aims at establishing the uniform Lipschitz continuity of the semigroup $S^{\varepsilon}$, with a Lipschitz constant independent of $\varepsilon$, thus proving (ii) in Theorem 3. This is not an easy task: at this stage we can compare different solutions, and show the Lipschitz continuity on the initial data, only within a narrow class of functions with the same wave-front structure. Roughly speaking, by "wave-front structure" or "configuration" we refer here to the number of shocks of strength $>\varepsilon$, and to the order in which they interact. As shown in Step 1, we can construct suitable approximations by choosing artificial wave speeds $\lambda_{i}^{*}$ and inserting the buffer zones (2.19) around each big shock. The distance between two approximations can then be estimated, but only if these approximations are obtained by the same choice of the $\lambda_{i}^{*}$, and by the insertion of the same number of shock layers. Of course, this cannot be the case for solutions with different wave-front configurations (fig. 6).
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Our basic approach is the following. Consider a regular path of initial data $\gamma_{0}$ : $\theta \mapsto \bar{u}^{\theta}, \theta \in[0,1]$. For each $t>0$, define the corresponding path

$$
\begin{equation*}
\gamma_{t}: \theta \mapsto S_{t}^{\varepsilon} \bar{u}^{\theta} \tag{2.23}
\end{equation*}
$$

First, we prove that the weighted length of $\gamma$ does not increase in time if all solutions $u^{\theta}$ have the same wave-front structure. By the continuity of the semigroup $S^{\varepsilon}$, proved in Step 2, the result can be extended to the case where the configuration changes only at finitely many values of the parameter $\theta$. Finally, we show that any path $\gamma$ of solutions can be uniformly approximated by a path $\tilde{\gamma}$ such that the wavefront structure of the function $\tilde{u}^{\theta}=\tilde{\gamma}(\theta)$ changes only at finitely many parameter values.

To implement the above program, we introduce a set of conditions providing the structural stability of an $\varepsilon$-solution $u$. They will imply that any $\varepsilon$-solution $u^{\prime}$ sufficiently close to $u$ has the same number of large shocks as $u$, interacting in the same order. In particular, $u^{\prime}$ can be obtained as limit of the same type of piecewise Lipschitz approximations used in the construction of $u$.

As a preliminary, given an $\varepsilon$-solution $u$ and a point $(t, x)$ with $t>0$, define

$$
\begin{equation*}
u^{\eta}\left(t^{\prime}, x^{\prime}\right) \doteq u\left(t+\eta t^{\prime}, x+\eta x^{\prime}\right), \quad \omega_{(t, x)}\left(t^{\prime}, x^{\prime}\right) \doteq \lim _{\eta \rightarrow 0+} u^{\eta}\left(t^{\prime}, x^{\prime}\right) \tag{2.24}
\end{equation*}
$$

By the analysis in [DP1, B-LF2], the self-similar limit in (2.24) is well defined in $\mathbf{L}_{l o c}^{1}$. On the upper half plane where $t^{\prime}>0, \omega_{(t, x)}$ coincides with the solution of the standard Riemann problem with data $u(t, x-), u(t, x+)$. On the lower half plane where $t^{\prime}<0$, the function $\omega_{(t, x)}$ may contain a set of incoming waves, including shocks and centered compression waves of various families. We shall distinguish three cases.
CASE 1: The strength of all incoming waves is $<\varepsilon^{2}$.
CASE 2: There exists an incoming shock of strength $>\varepsilon^{3}$ while the total strength of all other incoming waves is $<\varepsilon^{8}$.
CASE 3: There exist two incoming shocks, both of strength $>\varepsilon^{9}$, while the total strength of all other incoming waves is $<\varepsilon^{20}$.
Observe that the above cases are not mutually exclusive, nor do they cover all possibilities. A suitable definition of structural stability can now be introduced.

Definition 5. An $\varepsilon$-solution $u$ of (1.1) is Structurally Stable at the point $(t, x)$ if the corresponding function $\omega_{(t, x)}$ in (2.24) satisfies one of the Cases $1,2,3$. We say that $u$ is Structurally Stable on $\left[t^{*}, T\right]$ iff $u$ is stable at each point $(t, x)$ with $t^{*} \leq t \leq T, x \in \mathbb{R}$.

There are two typical examples where structural stability fails:

- Three shocks, each with strength $>\varepsilon$, interact at a single point $(t, x)$.
- The point $(t, x)$ is the center of a compression wave, of strength $>\varepsilon$.

Observe that, in both cases, an arbitrarily small perturbation may destroy the wave-front configuration of the solution $u$. The next proposition states that this does not happen for a structurally stable solution $\bar{u}$.

In the following, by $V(u(t) ; J)$ we denote the total strength of waves in $u(t)$ inside the set $J$.

Proposition 7. Let $\tilde{u}$ be an $\varepsilon$-solution of (1.1), structurally stable at the point $(\tau, \bar{x})$. Then there exists $r^{*}>0$ such that, for every fixed $\left.\left.r \in\right] 0, r^{*}\right]$, on the interval $J \doteq\left[\bar{x}-7 r^{*}-r, \bar{x}+7 r^{*}+r\right]$ the following holds. For every $\varepsilon$-solution $u$ sufficiently close to $\tilde{u}$ in the $\mathbf{L}^{1}$ norm, one has:
(i) In Case 1, $u(\tau-r)$ satisfies

$$
\begin{equation*}
V(u(\tau-r) ; J) \leq C \varepsilon^{2} \tag{2.25}
\end{equation*}
$$

(ii) In Case 2, $u(\tau-r)$ has a shock of strength $>\varepsilon^{3} / 2$, located at some point $y \in J$. Moreover,

$$
\begin{equation*}
V(u(\tau-r) ; J \backslash\{y\}) \leq C \varepsilon^{8} . \tag{2.26}
\end{equation*}
$$

(iii) In Case 3, $u(\tau-r)$ has two approaching shocks, both of strength $>\varepsilon^{9} / 2$, located at points $y, y^{\prime} \in J$. Moreover,

$$
\begin{equation*}
V\left(u(\tau-r) ; J \backslash\left\{y, y^{\prime}\right\}\right) \leq C \varepsilon^{20} \tag{2.27}
\end{equation*}
$$

As usual, by $C$ we denote a constant depending only on the system, and not on $u, \tilde{u}, r, r^{*}, \varepsilon \ldots$ On the other hand, it is understood that the conclusion of Proposition 7 holds for every solution $u$ satisfying

$$
\|u(t)-\tilde{u}(t)\|_{\mathbf{L}^{1}}<\varepsilon_{*} \quad \forall t
$$

with $\varepsilon_{*}>0$ possibly depending on $r$. For exact solutions of the system (1.1), or approximations obtained by wave-front tracking, a more general result in this direction is established in [B-LF2], relying on the decay estimates (1.21). All proofs remain valid for $\varepsilon$-solutions, without any change. In Section 7 we will show that the same conclusions (i)-(iii) also hold if $u$ is a sufficiently accurate piecewise Lipschitz approximation, constructed according to our algorithm.

In the above setting, a trapezoid of the form

$$
\begin{equation*}
\Gamma \doteq\left\{(t, x) ; \quad t \in\left[\tau-r^{\prime}, \tau+r^{\prime \prime}\right],|x-\bar{x}| \leq 7 r^{*}-(t-\tau)\right\} \tag{2.28}
\end{equation*}
$$

with $\left.\left.r^{\prime}, r^{\prime \prime} \in\right] 0, r^{*}\right]$ will be called a Stabilizing Block for the solution $\tilde{u}$ around the point $(\tau, \bar{x})$. Observe that, by Proposition 7, every solution $u$ suitably close to $\tilde{u}$ in the $\mathbf{L}^{1}$ norm has the same wave-front configuration as $\tilde{u}$ inside the trapezoid $\Gamma$. This motivates our definition. We say that the stabilizing block $\Gamma$ is of type 1,2 or 3 according to the three cases considered in Proposition 7.

A straightforward compactness argument yields the following covering lemma.
Lemma 1. Let $M, t_{*}>0$ be given and let $\tilde{u}$ be structurally stable on $\left[t_{*}, T\right]$. Then there exist times $0<t_{0}<\tau_{1}<t_{1}<\tau_{2}<\cdots<\tau_{N}<t_{N}=T$, points $x_{i j}$ and values $r_{i j}>0, j=1, \ldots, N_{i}$ with the following properties. For each $i=1, \ldots, N$, the intervals $\left[x_{i j}-r_{i j}, x_{i j}+r_{i j}\right]$ cover $[-M, M]$. Moreover,
(2.29) $\left[t_{*}, T\right] \subset\left[t_{0}, t_{N}\right]$,

$$
\max \left\{t_{i}-\tau_{i}, \tau_{i}-t_{i-1}\right\} \leq \min _{j} r_{i j} \quad i=1, \ldots N
$$

Each trapezoid

$$
\begin{equation*}
\Gamma_{i j} \doteq\left\{(t, x) ; \quad t \in\left[t_{i-1}, t_{i}\right],\left|x-x_{i j}\right| \leq 7 r_{i j}-\left(t-\tau_{i}\right)\right\} \tag{2.30}
\end{equation*}
$$

is a stabilizing block for $\tilde{u}$ around the point $\left(\tau_{i}, x_{i j}\right)$.
Example 2. Consider an $\varepsilon$-solution $u=u(t, x)$ with the following wave-front structure (fig. 7). Initially, $u$ contains only one large shock, say at a point $y_{1}$, plus other small waves. As time progresses, a second shock is formed, say located at $y_{2}$. The strength of this shock increases continuously from 0 to some value $>\varepsilon$. At some time $\tau_{2}$, the two shocks interact, generating three outgoing shocks.


Fig. 7
In this case, $u$ is structurally stable. A covering in terms of stabilizing blocks is illustrated in fig. 7. The block $\Gamma_{12}$ is of type $1, \Gamma_{11}, \Gamma_{21}, \Gamma_{22}$ are of type 2, while $\Gamma_{31}$ is of type 3.

We can now take the main step toward establishing the Lipschitz continuity of the semigroup $S^{\varepsilon}$. More precisely, we will show that $S^{\varepsilon}$ is contractive w.r.t. a weighted distance defined as follows. Let $u$ be a piecewise Lipschitz function having jumps at the points $x_{1}<\cdots<x_{N}$. Assume that the $\varepsilon$-solution of the Riemann problem determined by the jump at $x_{\alpha}$ consists of a single shock in the $k_{\alpha}$-th characteristic family, of strength $\left|\sigma_{\alpha}\right|$. For any $v \in \mathbf{L}^{1}$, define the components

$$
\begin{equation*}
v_{i}(x) \doteq\left\langle l_{i}(u(x)), v(x)\right\rangle, \quad u_{x}^{i}(x) \doteq\left\langle l_{i}(u(x)), u_{x}(x)\right\rangle \quad i=1, \ldots, n \tag{2.31}
\end{equation*}
$$

The weighted norm of a generalized tangent vector $(v, \xi) \in T_{u}=\mathbf{L}^{1} \times \mathbb{R}^{N}$ is then defined as

$$
\begin{equation*}
\|(v, \xi)\|_{u} \doteq \sum_{i=1}^{n} \int_{-\infty}^{\infty}\left|v_{i}(x)\right| W_{i}^{u}(x) d x+\sum_{\alpha=1}^{N}\left|\xi_{\alpha}\right|\left|\sigma_{\alpha}\right| W_{k_{\alpha}}^{u}\left(x_{\alpha}\right) . \tag{2.32}
\end{equation*}
$$

Here $W_{i}^{u}(x)$ is the weight assigned to an $i$-wave located at $x$. It has the form

$$
\begin{equation*}
W_{i}^{u}(x) \doteq 1+\kappa_{1} R_{i}^{u}(x)+\kappa_{1} \kappa_{2} Q(u), \tag{2.33}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{i}^{u}(x) \doteq\left[\sum_{j \leq i} \int_{x}^{\infty}+\sum_{j \geq i} \int_{-\infty}^{x}\right]\left|u_{x}^{j}(y)\right| d y+\left[\sum_{\substack{k_{\alpha} \leq i \\ x_{\alpha}>x}}+\sum_{\substack{k_{\alpha} \geq i \\ x_{\alpha}<x}}\right]\left|\sigma_{\alpha}\right|, \tag{2.34}
\end{equation*}
$$

$$
\begin{align*}
Q(u) \doteq & \sum_{i \leq j} \iint_{x<y}\left|u_{x}^{j}(x)\right|\left|u_{x}^{i}(y)\right| d x d y+\sum_{k_{\alpha} \leq k_{\beta}, x_{\alpha}>x_{\beta}}\left|\sigma_{\alpha} \sigma_{\beta}\right| \\
& +\sum_{\alpha}\left[\sum_{i \leq k_{\alpha}}\left|\sigma_{\alpha}\right| \int_{x_{\alpha}}^{\infty}\left|u_{x}^{i}(x)\right| d x+\sum_{i \geq k_{\alpha}}\left|\sigma_{\alpha}\right| \int_{-\infty}^{x_{\alpha}}\left|u_{x}^{i}(x)\right| d x\right] \tag{2.35}
\end{align*}
$$

and $\kappa_{1}, \kappa_{2}$ are suitably large constants. Thinking of $\left|u_{x}^{i}(x)\right| d x$ as the strength of an infinitesimal $i$-wave in $u$ located at $x$, the weight (2.33) can thus be interpreted as
$W_{i}^{u}(x)=1+\kappa_{1}$ [amount of waves in $u$ which approach an $i$-wave located at $x$ ] $+\kappa_{1} \kappa_{2}$ [global interaction potential of waves in $\left.u\right]$.
A general formula for the weighted length of a tangent vector, valid for functions $u$ with arbitrary jumps, will be given in Section 8 . Here and in the sequel there will be slight variations in the definitions of $Q$, due to the fact that couples of waves of the same family may or may not be regarded as approaching. The different choices made at various stages of the paper aim at simplifying the computations in the proofs. They are all essentially equivalent in that the basic interaction estimates (1.9) always hold.

In turn, the weighted length of a piecewise regular path can then be defined as in (1.47), by integrating the norm of a tangent vector. To make sense of the weighted length of an arbitrary path $\gamma: \theta \mapsto u^{\theta}$ in the case where the $u^{\theta}$ are general $B V$ functions, we set
$\|\gamma\|_{\star} \doteq \lim _{\varepsilon \rightarrow 0+} \inf \left\{\left\|\gamma^{\prime}\right\|_{\star} ; \gamma^{\prime}\right.$ is a piecewise regular path, $\left\|\gamma^{\prime}(\theta)-\gamma(\theta)\right\|_{\mathbf{L}^{1}}<\varepsilon$ for all $\left.\theta\right\}$.

Proposition 8. Let $\gamma_{0}: \theta \mapsto \bar{u}^{\theta}$ be a regular path of initial data, say defined for $\theta \in \Theta \doteq[a, b]$. For some value $\bar{\theta}$, assume that the corresponding $\varepsilon$-solution $u^{\bar{\theta}}$ of (1.1) is structurally stable on $[0, T]$. Then there exists $\rho>0$ such that the weighted length of the path $\theta \mapsto S_{t}^{\varepsilon} \bar{u}^{\theta}$, restricted to $\theta \in\left[\theta^{\prime}, \theta^{\prime \prime}\right]$, is a non-increasing function of time, for every subinterval $\left[\theta^{\prime}, \theta^{\prime \prime}\right] \subseteq[\bar{\theta}-\rho, \bar{\theta}+\rho]$.

As a first step toward the proof of Proposition 8, we show that the conclusion holds in the special case where the solutions $u^{\theta}$ vary with $\theta$ only within a single isolating block.

Lemma 2. Let $\Gamma$ be as in (2.28) and let $\theta \mapsto u^{\theta}$ be a family of $\varepsilon$-solutions of (1.1), defined for $t \in\left[t^{\prime}, t^{\prime \prime}\right] \doteq\left[\tau-r^{\prime}, \tau+r^{\prime \prime}\right], \theta \in \Theta \doteq[a, b]$. Assume that, at the initial time $t^{\prime}=\tau-r^{\prime}$, all functions $u^{\theta}\left(t^{\prime}, \cdot\right)$ satisfy one of the conclusions of Proposition 7: either (i), or (ii), or (iii). Moreover, assume that for all $\theta$ one has

$$
\begin{equation*}
u^{\theta}\left(t^{\prime}, x\right)=u^{\bar{\theta}}\left(t^{\prime}, x\right) \quad x \notin\left[\bar{x}-r^{*}, \bar{x}+r^{*}\right] . \tag{2.37}
\end{equation*}
$$

Then the weighted length of the path $\gamma_{t^{\prime \prime}}: \theta \mapsto u^{\theta}\left(t^{\prime \prime}, \cdot\right)$ is smaller or equal to the length of the path $\gamma_{t^{\prime}}: \theta \mapsto u^{\theta}\left(t^{\prime}, \cdot\right)$.

The proof of Lemma 2 is achieved by constructing a path $\gamma^{\prime}$ of piecewise Lipschitz approximate solutions, arbitrarily close to $\gamma$, whose length does not increase in time. Observe that, inside the trapezoid $\Gamma$, all solutions $u^{\theta}$ have the same wavefront structure as $u^{\bar{\theta}}$. Namely:

- in Case 1 no large shock is present,
- in Case 2 there is exactly one large shock,
- in Case 3 there are initially two large incoming shocks. At some time $t$ these shocks interact, generating a number of outgoing waves determined by the corresponding Riemann problem.
Inside the region $\Gamma$, the construction of approximate solutions, continuously depending on the initial data, can thus be carried out by the same algorithm used in the proof of Proposition 5. Actually, in Cases 1 and 2, we are dealing with a set of functions all contained in one of the domains $\mathcal{D}_{\left(u^{-}, u^{+}\right)}$considered at (2.8) (if suitably extended outside $) \Gamma$ ). Case 3 , on the other hand, forces us to consider a domain $\mathcal{D}$ of functions which possibly contain two large approaching shocks. In this more general case, the construction of piecewise Lipschitz approximate solutions will be given in Section 8.

Outside the stabilizing block $\Gamma$, our approximate solutions will be constructed by wave-front tracking. Observe that, in this outer region, nothing is known about the wave-front structure of the functions $u^{\theta}$. However, by (2.37) and finite propagation speed, all these solutions coincide. Their continuous dependence on the parameter $\theta$ is thus trivial.

In order to apply Lemma 2, we shall need to replace an arbitrary path $\gamma$ with a new path $\tilde{\gamma}: \theta \mapsto \tilde{u}^{\theta}$ such that the values $\tilde{u}^{\theta}(x)$ locally vary with $\theta$ only inside one single stabilizing block. A suitable localization procedure is described below.

Definition 6. A path $\gamma: \theta \mapsto u^{\theta}$ has Localized Variation if, for every $\varepsilon^{*}>0$ and every $\theta^{*}$, there exists $\delta>0$ and a point $x^{*}$ such that

$$
\begin{equation*}
u^{\theta}(x)=u^{\theta^{*}}(x) \quad \text { whenever }\left|\theta-\theta^{*}\right|<\delta,\left|x-x^{*}\right| \geq \varepsilon^{*} . \tag{2.38}
\end{equation*}
$$

In other words, as $\theta$ varies in a neighborhood of $\theta^{*}$, the values of $u^{\theta}$ are allowed to change only inside a small neighborhood of some point $x^{*}$. For example, if $u, v$ are two distinct continuous functions, then the path $\theta \mapsto u \cdot \chi_{]-\infty, \theta]}+v \cdot \chi_{] \theta, \infty[ }$ has localized variation, while the path $\theta \mapsto \theta u+(1-\theta) v$ does not. The approximation of piecewise regular paths with paths having localized variation will play a key role in the sequel.

Lemma 3. Let $\gamma: \theta \mapsto u^{\theta}$ be a piecewise regular path. Then, for every $\varepsilon^{*}>0$, there exists another piecewise regular path $\gamma^{\prime}$ with localized variation such that

$$
\begin{equation*}
\left\|\gamma^{\prime}\right\|_{\star} \leq\|\gamma\|_{\star}+\varepsilon^{*}, \quad \quad\left\|\gamma^{\prime}(\theta)-\gamma(\theta)\right\|_{\mathbf{L}^{1}}<\varepsilon^{*} \quad \forall \theta \tag{2.39}
\end{equation*}
$$

The proof of Proposition 8 now goes as follows. For $t$ in a small interval [ $0, t_{0}$ ], all solutions $u^{\theta}$ remain piecewise Lipschitz, and the result is an immediate consequence of Proposition 4. Choose $M$ large enough so that all supports of the functions $u^{\theta}(t, \cdot)$ are contained inside $[-M, M]$. We then apply Lemma 1 to the structurally stable solution $u^{\bar{\theta}}$ and obtain a covering of the rectangle $\left[t_{0}, T\right] \times$ $[-M, M]$ in terms of stabilizing blocks $\Gamma_{i j}$. Let $\left(\tau_{i}, x_{i j}\right)$ and $r_{i j}$ be as in (2.30). For some $\rho>0$ small and all $\theta \in \Theta \doteq[\bar{\theta}-\rho, \bar{\theta}+\rho]$, we can thus assume that every suitably accurate approximation to a solution $u^{\theta}$ has the same wave-front structure as $u^{\bar{\theta}}$, on each trapezoid $\Gamma_{i j}$.

By Lemma 3 , the path $\gamma_{t_{0}}: \theta \mapsto S_{t_{0}}^{\varepsilon} \bar{u}^{\theta}$ can be replaced by a new path $\gamma_{t_{0}}^{+}: \Theta \mapsto$ $B V$, having localized variation and almost the same length as $\gamma_{t_{0}}$. By compactness, we can cover the interval $\Theta$ with finitely many subintervals $\Theta_{k} \doteq\left[\theta_{k-1}, \theta_{k}\right], k=$ $1, \ldots, m_{1}$, so that, as $\theta$ varies inside $\Theta_{k}$, the values of $u^{\theta}\left(t_{0}+, \cdot\right) \doteq \gamma_{t_{0}}^{+}(\theta)$ vary inside a single interval, say $I_{1 j} \doteq\left[x_{1 j}-r_{1 j}, x_{1 j}+r_{1 j}\right]$. Here $j=j(k)$.

By applying Lemma 2 to each subinterval $\Theta_{k}$, we conclude that the weighted length of the path

$$
\begin{equation*}
\gamma_{t_{1}}^{-}: \theta \mapsto S_{t_{1}-t_{0}}^{\varepsilon}\left(\gamma_{t_{0}}^{+}(\theta)\right) \tag{2.40}
\end{equation*}
$$

is less than or equal to the weighted length of $\gamma_{t_{0}^{-}}$.
We now apply Lemma 3, replacing $\gamma_{t_{1}}^{-}$with a new path $\gamma_{t_{1}}^{+}$, having localized variation and almost the same length as $\gamma_{t_{1}^{-}}$. Then we use Lemma 2 to estimate the length of the path $\gamma_{t_{2}}^{-} \doteq S_{t_{2}-t_{1}}^{\varepsilon}\left(\gamma_{t_{1}}^{+}\right)$, etc... Since at every step the increase in the weighted length $\left\|\gamma_{t_{i}}^{+}\right\|_{\star}-\left\|\gamma_{t_{i}}^{-}\right\|_{\star}$ can be kept arbitrarily small, after $N$ steps we obtain a path $\gamma_{t_{N}}^{-}$, arbitrarily close to $\gamma_{T}: \theta \mapsto S_{T}^{\varepsilon} \bar{u}^{\theta}$, and whose weighted length is bounded by the length of $\gamma_{0}$ up to an arbitrary small correction. This achieves the proof.

From Proposition 8 and the continuity of the semigroup $S^{\varepsilon}$, one obtains
Corollary 1. If the $\varepsilon$-solution $u^{\theta}$ is structurally stable on $\left.] 0, T\right]$ for all but finitely many values of $\theta$, then the weighted length of the path $\gamma_{t}: \theta \mapsto u^{\theta}$ is non-increasing in time.

The proof of Theorem 3 is completed by showing that the above assumption of structural stability can be removed, relying on a perturbation argument.

Proposition 9. Let $\gamma_{0}: \theta \mapsto \bar{u}^{\theta}$ be a regular path of initial conditions. Then the conclusion of Proposition 8 remains valid, even without assuming the structural stability of the $\varepsilon$-solution $u^{\bar{\theta}}$.

The proof is based on the following argument. Call $\Theta^{*}$ the set of all values of $\theta$ for which $u^{\theta}$ is structurally unstable. If $\bar{\theta} \notin \Theta^{*}$, or if $\bar{\theta}$ is an isolated point of $\Theta^{*}$, the result is clear. Consider the remaining case, where $\bar{\theta}$ is a limit point of $\Theta^{*}$. Observe that there exists only finitely many points $\left(t_{\ell}, x_{\ell}\right)$ in the $t-x$ plane where $u^{\bar{\theta}}$ is unstable. Indeed, by Definition 5, at every such point an amount of interaction $>\varepsilon^{18}$ must take place.

To fix the ideas, assume, for example, that for infinitely many $\theta \in \Theta^{*}$ in a neighborhood of $\bar{\theta}$, the corresponding $\varepsilon$-solution $u^{\theta}$ contains three large shocks interacting at the single point $\left.\left(t^{\theta},\right) x^{\theta}\right)$, with $\left(t^{\theta}, x^{\theta}\right) \rightarrow\left(t^{\bar{\theta}}, x^{\bar{\theta}}\right)$ as $\theta \rightarrow \bar{\theta}$. At a suitable time $\tau<t^{\bar{\theta}}$ we can then perform an arbitrarily small perturbation of the path $\gamma_{\tau}: \theta \mapsto u^{\theta}(\tau)$, in such a way that all but finitely many of the perturbed solutions are structurally stable. More precisely, given any $\varepsilon^{\prime}>0$, we consider a smooth scalar map $\varphi=\varphi(\theta, x)$ with

$$
\begin{equation*}
\|\varphi\|_{\mathcal{C}^{3}}<\varepsilon^{\prime} \tag{2.41}
\end{equation*}
$$

and construct a new path $\tilde{\gamma}_{\tau}: \theta \mapsto \tilde{u}^{\theta}(\tau)$, where

$$
\begin{equation*}
\left.\tilde{u}^{\theta}(\tau, x)=u^{\theta}(\tau-, x+\varphi)(\theta, x)\right) \tag{2.42}
\end{equation*}
$$

Because of (2.41), the new path will be close to the old one and have almost the same weighted length. In addition, by (2.42) the locations of the three large shocks in each $u^{\theta}$ will be slightly shifted. Therefore, an application of the coarea formula [E-G] will show that, for a "generic" function $\varphi$, these three shocks will no longer interact at a single point, but only two at a time, for all except finitely many values of the parameter $\theta$. The previous estimates can thus be applied to the perturbed path $\tilde{\gamma}$, for $t>\tau$.

This will complete the proof of Theorem 3. Letting $\varepsilon \rightarrow 0$, since the constants $L, \eta_{0}>0$ are independent of $\varepsilon$, we establish Theorem 1 .

## CHAPTER 3

## Construction of local semigroups

Throughout the following we fix $\varepsilon>0$ and consider a fixed set of right and left eigenvectors $r_{i}(u), l_{i}(u)$ of $A(u)=D F(u)$, normalized as in (1.5)-(1.6). Let two states $u^{-}, u^{+}$be given, and call $\omega=\omega(t, x)$ the $\varepsilon$-approximate solution of the Riemann problem with initial data (2.6). Aim of this section is to construct a semigroup $S$ whose trajectories are $\varepsilon$-approximate solutions of (1.1) according to Definition 2, and whose domain contains all sufficiently small perturbations of the Riemann data (2.6).

Let $\omega_{0}=u^{-}, \omega_{1}, \ldots, \omega_{n}=u^{+}$be the intermediate states in the self-similar $\varepsilon$-solution $\omega$. Let $\S=\left\{j_{1}, \ldots, j_{\nu}\right\} \subseteq\{1, \ldots, n\}$ be the set of indices $i$ for which the wave connecting $\omega_{i-1}$ with $\omega_{i}$ is a shock of strength $\left|\sigma_{i}\right| \geq 2 \varepsilon$. By choosing $\eta<\varepsilon^{2}$ sufficiently small in (2.8), we can assume that every function $u \in \mathcal{D}$ contains $\nu$ shocks with strength $>\varepsilon$, one for each of the families $j_{1}, \ldots, j_{\nu}$, located at points $y_{j_{1}}<\cdots<y_{j_{\nu}}$, plus possibly other shocks (of different families) with strength $<3 \varepsilon$. Define the characteristic speeds

$$
\begin{array}{cl}
\lambda_{i}^{*} \doteq \lambda_{i}\left(\omega_{i-1}\right), \quad \lambda_{i}^{* *} \doteq \lambda_{i}\left(\omega_{i}\right) & \text { if } i \in \S,  \tag{3.1}\\
\lambda_{i}^{*} \doteq \lambda_{i}^{* *} \doteq \lambda_{i}\left(u^{-}\right) & \text {if } i \notin \S
\end{array}
$$

Given an interval $[0, T]$ and $\delta_{1}>0$, we will construct an approximate solution $u=u(t, x)$ with the following properties. There exists a finite partition of $[0, T]$ into subintervals $J_{\ell}=\left[\tau_{\ell}, \tau_{\ell+1}\left[\right.\right.$, such that the restriction of $u$ to each strip $J_{\ell} \times \mathbb{R}$ is piecewise Lipschitz continuous, with jumps located along finitely many lines $x=y_{\alpha}(t)$. At each time $\tau_{\ell}$, a restarting procedure is used, producing a new function $u\left(\tau_{\ell}, \cdot\right)$, suitably close to $u\left(\tau_{\ell}-, \cdot\right)$ in a sense which will be made precise later.

Each subinterval $J_{\ell}$ is entirely contained in some interval of the form

$$
\begin{equation*}
I_{m, h}=\left[\left(m+\frac{h-1}{n}\right) \delta_{1},\left(m+\frac{h}{) n}\right) \delta_{1}\right] \quad(m \geq 0, h \in\{1, \ldots, n\}) \tag{3.2}
\end{equation*}
$$

The restriction of $u$ to the strip $J_{\ell} \times \mathbb{R}$ contains $\nu$ large jumps of strength $|\sigma|>\varepsilon$, corresponding to the large shocks in the self-similar solution $\omega$ of the Riemann problem. These are located at the points $y_{j_{1}}(t)<\cdots<y_{j_{\nu}}(t)$ and occur respectively in the $j_{1}, \ldots, j_{\nu}$-characteristic families. The corresponding $\varepsilon$-Rankine-Hugoniot conditions (2.3)-(2.5) hold at each one of these points.

In addition, if $J_{\ell} \subseteq I_{m, h}$, the function $u$ has finitely many small $h$-shocks, say located along the lines $x=y_{\beta}(t), \beta \in \S^{\prime}$ (here $\S^{\prime}$ is some index set, disjoint from $\S$ ). These small shocks satisfy

$$
\begin{equation*}
u\left(y_{\beta}+\right)=R_{h}\left(\sigma_{\beta}\right)\left(u\left(y_{\beta}-\right)\right) \quad \beta \in \S^{\prime} \tag{3.3}
\end{equation*}
$$

for some $\sigma_{\beta} \in\left[-3 \varepsilon, 0\left[\right.\right.$, so that the left and right states at $y_{\beta}$ lie on the same $h$-rarefaction curve. To describe the evolution equation satisfied by $u$ outside the shocks, we introduce the matrix $A^{(h)}=A^{(h)}(t, x, u)$, whose eigenvectors coincide with the eigenvectors $r_{i}, l_{i}$ of $A(u)$, and whose eigenvalues $\lambda_{i}^{(h)}=\lambda_{i}^{(h)}(t, x, u)$ are defined as follows:

$$
\lambda_{i}^{(h)}= \begin{cases}\lambda_{i}^{*} & \text { if } i \notin \S  \tag{3.4}\\ \lambda_{i}^{*} & \text { if } i \in \S, x<y_{i}(t) \\ \lambda_{i}^{* *} & \text { if } i \in \S, x>y_{i}(t)\end{cases}
$$

for all $i \neq h$, so that $n-1$ characteristic fields are linearly degenerate. The definition of the $h$-th eigenvalue requires more care. Indeed, we want the $h$-field to be genuinely nonlinear, except inside some artificial "shock layers" of width $\delta_{2}>0$ around the large shocks, where $\lambda_{h}^{(h)}$ will be constant. For $\alpha \in \S$, consider the lines

$$
\begin{equation*}
y_{\alpha}^{*}(t)=y_{\alpha}(t)-\delta_{2}, \quad y_{\alpha}^{* *}(t)=y_{\alpha}(t)+\delta_{2} \tag{3.5}
\end{equation*}
$$

If $h \in \S$, we then define

$$
\lambda_{h}^{(h)}= \begin{cases}\lambda_{h}^{*}+n\left(\lambda_{h}\left(\omega_{\alpha-1}\right)-\lambda_{h}^{*}\right) & \text { if } x \in\left[y_{\alpha}^{*}(t), y_{\alpha}(t)[\text { for some } \alpha \in \S\right.  \tag{3.6}\\ \lambda_{h}^{* *}+n\left(\lambda_{h}\left(\omega_{\alpha}\right)-\lambda_{h}^{* *}\right) & \text { if } \left.x \in] y_{\alpha}(t), y_{\alpha}^{* *}(t)\right] \text { for some } \alpha \in \S \\ \lambda_{h}^{*}+n\left(\lambda_{h}(u)-\lambda_{h}^{*}\right) & \text { if } x<y_{h}(t) \text { and } x \notin \bigcup\left[y_{\alpha}^{*}(t), y_{\alpha}^{* *}(t)\right] \\ \lambda_{h}^{* *}+n\left(\lambda_{h}(u)-\lambda_{h}^{* *}\right) & \text { if } x>y_{h}(t) \text { and } x \notin \bigcup\left[y_{\alpha}^{*}(t), y_{\alpha}^{* *}(t)\right]\end{cases}
$$

In the case $h \notin \S$, the last two cases in (3.6) are replaced by

$$
\begin{equation*}
\lambda_{h}^{(h)}=\lambda_{h}^{*}+n\left(\lambda_{h}(u)-\lambda_{h}^{*}\right) \quad \text { if } \quad x \notin \bigcup\left[y_{\alpha}^{*}(t), y_{\alpha}^{* *}(t)\right] \tag{3.7}
\end{equation*}
$$

The definitions (3.4)-(3.7) completely determine the matrix $A^{(h)}$. If $J_{\ell} \subseteq I_{m, h}$, then on the strip $J_{\ell} \times \mathbb{R}$ we require that the piecewise Lipschitz function $u$ be a solution of the quasilinear hyperbolic system

$$
\begin{equation*}
u_{t}+A^{(h)}(t, x, u) u_{x}=0 \tag{3.8}
\end{equation*}
$$

outside the shock lines. Finally, recalling (3.3), we assign the speed of a small $h$-shock located at $y_{\beta}$ :

$$
\begin{equation*}
\left.\dot{y}_{\beta}(t)=\frac{1}{\left|\sigma_{\beta}\right|} \int_{\sigma_{\beta}}^{0} \lambda_{h}^{(h)}\left(t, y_{\beta},\right) R_{h}(s)\left(u\left(y_{\beta}-\right)\right)\right) d s \tag{3.9}
\end{equation*}
$$

The quasilinear system (3.8), together with the $\varepsilon$-Rankine-Hugoniot equations (2.3)(2.4) valid for the big shocks at $y_{\alpha}, \alpha \in \S$, and with the relations (3.3), (3.9) valid for the small $h$-shocks at $y_{\beta}, \beta \in \S^{\prime}$, entirely determine the evolution of our piecewise Lipschitz approximate solution $u$, within each time interval $J_{\ell}=\left[\tau_{\ell}, \tau_{\ell+1}[\right.$. The piecewise Lipschitz regularity of $u$ will be preserved until one of the following situations occurs:

- A gradient catastrophe takes place, in the $h$-family.
- A small $h$-shock interacts with one of the large shocks.

Before this happens, a restarting procedure will be used, replacing $u\left(\tau_{\ell+1}-\right)$ with a new (better behaved) function. An additional restarting is performed at the end of each interval $I_{m, h}$ in (3.2), where the evolution of $u$ changes type. All these restarting procedures will be described in Section 4. In the present section we study solutions of the above evolution equations on a time interval $J_{\ell}$ bounded by
two consecutive restarting times. A-priori bounds will be obtained on the total strength of waves and on the weighted norm of generalized tangent vectors.

We begin by deriving a set of evolution equations for the gradient components $u_{x}^{i} \doteq\left\langle l_{i}(u), u_{x}\right\rangle$ and for the strength of the shocks, valid on the time intervals $I_{m, h}$ of the form (3.2). Using a continuous version of the Glimm interaction functional, this will imply a uniform bound on the total variation of $u(t, \cdot)$.

As in [B1, B-M1], from (3.8) we obtain

$$
\begin{equation*}
\left(u_{x}^{i}\right)_{t}+\left(\lambda_{i}^{(h)} u_{x}^{i}\right)_{x}=\sum_{j<k}\left(\lambda_{k}^{(h)}-\lambda_{j}^{(h)}\right)\left\langle l_{i},\left[r_{k}, r_{j}\right]\right\rangle u_{x}^{j} u_{x}^{k} \doteq \sum_{j<k} G_{i j k}(u) u_{x}^{j} u_{x}^{k} \tag{3.10}
\end{equation*}
$$

valid outside the shock lines $y_{\alpha}, \alpha \in \S \cup \S^{\prime}$ and outside the lines $y_{\alpha}^{*}, y_{\alpha}^{* *}, \alpha \in \S$, where the $h$-characteristic speed $\lambda_{h}^{(h)}$ is discontinuous. As usual, $\left[r_{k}, r_{j}\right] \doteq \nabla r_{j} \cdot r_{k}-\nabla r_{k} \cdot r_{j}$ denotes the Lie bracket of the vector fields $r_{k}, r_{j}$.

Let $k_{\alpha}$ be the family of the shock at $y_{\alpha}$. According to our previous notation, we thus have $k_{\alpha}=\alpha$ if $\alpha \in \S, k_{\alpha}=h$ if $\alpha \in \S^{\prime}$. Define the sets $\mathcal{I}$ and $\mathcal{O}$ (incoming and )outgoing) of signed indices

$$
\begin{align*}
& \mathcal{I}=\left\{i^{+} ; i \leq k_{\alpha}\right\} \cup\left\{i^{-} ; i \geq k_{\alpha}\right\} \\
& \mathcal{O}=\left\{j^{-} ; j<k_{\alpha}\right\} \cup\left\{j^{+} ; j>k_{\alpha}\right\} . \tag{3.11}
\end{align*}
$$

In a neighborhood of $\left(u\left(y_{\alpha}-\right), u\left(y_{\alpha}+\right)\right)$ we use the coordinate system

$$
u^{-}=u\left(y_{\alpha}-\right)+\sum_{i=1}^{n} r_{i}\left(u\left(y_{\alpha}-\right)\right) w_{i}^{-}, \quad \quad u^{+}=u\left(y_{\alpha}+\right)+\sum_{i=1}^{n} r_{i}\left(u\left(y_{\alpha}+\right)\right) w_{i}^{+}
$$

Recalling (2.2), the relation (2.3) can now be written as a system of $n-1$ scalar equations in the $2 n$ variables $w_{i}^{-}, w_{i}^{+}, i=1, \ldots, n$. By the implicit function theorem, the equations (2.3) can then be solved for the $n-1$ outgoing components:

$$
\begin{equation*}
w_{j}^{ \pm}=W^{j}\left(w^{\mathcal{I}}\right) \quad j^{ \pm} \in \mathcal{O} \tag{3.13}
\end{equation*}
$$

where $w^{\mathcal{I}}$ denotes the set of incoming components.
In order not to interrupt the flow of the main argument, in the following we state without proof a number of a priori estimates. Most of these estimates are entirely standard. The others will be proved in the Appendix. For notational convenience, we denote by $C$ a constant which depends only on the system (1.1), and not on the parameters $\varepsilon, \delta_{1}, \delta_{2}$ or on the particular solution. In a chain of inequalities, the value of $C$ may change from one term to the next. Constants which play a distinguished role will be written as $C_{0}, C_{1}, \ldots$

Let $\sigma_{\alpha}<0$ be the size of the shock at $y_{\alpha}$. The derivatives of the functions $W^{j}$ at $w^{\mathcal{I}}=0$ satisfy

$$
\begin{array}{rlrl}
\left|\frac{\partial W^{j}}{\partial w_{i}^{ \pm}}\right| & \leq C \cdot\left|\sigma_{\alpha}\right| & i \neq j, i^{ \pm} \in \mathcal{I}, j^{ \pm} \in \mathcal{O} \\
\left|\frac{\partial W^{i}}{\partial w_{i}^{ \pm}}-1\right| & \leq C \cdot\left|\sigma_{\alpha}\right| & & i \neq k_{\alpha}, i^{ \pm} \in \mathcal{I}, i^{\mp} \in \mathcal{O} \\
\left|\frac{\partial W^{j}}{\partial w_{k_{\alpha}}^{ \pm}}\right| & \leq C \cdot\left|\sigma_{\alpha}\right|^{2} & & j^{ \pm} \in \mathcal{O} . \tag{3.16}
\end{array}
$$

Concerning the size and speed of the shock at $y_{\alpha}$, we have the estimates

$$
\begin{equation*}
\left|\frac{\partial \sigma_{\alpha}}{\partial w_{i}^{ \pm}}\right| \leq C \cdot\left|\sigma_{\alpha}\right| \quad \quad i^{ \pm} \in \mathcal{I}, i \neq k_{\alpha} \tag{3.17}
\end{equation*}
$$

$$
\begin{gather*}
\left|\frac{\partial \sigma_{\alpha}}{\partial w_{k_{\alpha}}^{ \pm}} \mp 1\right| \leq C \cdot\left|\sigma_{\alpha}\right|^{2}  \tag{3.18}\\
\left|\frac{\partial \dot{y}_{\alpha}}{\partial w_{i}^{ \pm}}\right| \leq C \quad i^{ \pm} \in \mathcal{I}, i \neq k_{\alpha}  \tag{3.19}\\
\left|\frac{\partial \dot{y}_{\alpha}}{\partial w_{k_{\alpha}}^{-}}-\frac{\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}-\right)-\dot{y}_{\alpha}}{\left|\sigma_{\alpha}\right|}\right| \leq C \cdot\left|\sigma_{\alpha}\right|  \tag{3.20}\\
\left|\frac{\partial \dot{y}_{\alpha}}{\partial w_{k_{\alpha}}^{+}}-\frac{\dot{y}_{\alpha}-\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}+\right)}{\left|\sigma_{\alpha}\right|}\right| \leq C \cdot\left|\sigma_{\alpha}\right| \tag{3.21}
\end{gather*}
$$

In the case of a small $h$-shock, from the relations (3.3)-(3.5) we deduce

$$
\begin{array}{cc}
\frac{\partial W^{j}}{\partial w_{k_{\alpha}}^{ \pm}}=0, & \frac{\partial \sigma_{\alpha}}{\partial w_{k_{\alpha}}^{ \pm}}= \pm 1 \\
\frac{\partial \dot{y}_{\alpha}}{\partial w_{k_{\alpha}}^{-}}=\frac{\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}-\right)-\dot{y}_{\alpha}}{\left|\sigma_{\alpha}\right|}, & \frac{\partial \dot{y}_{\alpha}}{\partial w_{k_{\alpha}}^{+}}=\frac{\dot{y_{\alpha}}-\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}+\right)}{\left|\sigma_{\alpha}\right|} \tag{3.23}
\end{array}
$$

By $\lambda_{i}^{(h)}\left(y_{\alpha}+\right), \lambda_{i}^{(h)}\left(y_{\alpha}-\right)$ we denote respectively the right and left limits of $\lambda_{i}^{(h)}(u(x))$ at $x=y_{\alpha}$.

Next, call $u_{x}^{i-}, u_{x}^{i+}$ respectively the $i$-th component of $u_{x}$ to the left and to the right of the shock. From the jump equations (2.3) we derive a family of $n-1$ linear relations

$$
\begin{equation*}
u_{x}^{j \pm}=U^{j}\left(u_{x}^{\mathcal{I}}\right) \tag{3.24}
\end{equation*}
$$

We now observe that the gradient components $u_{x}^{i \pm}$ satisfy (3.24) iff the components

$$
\begin{equation*}
w_{i}^{-} \doteq\left(\lambda_{i}^{(h)}\left(y_{\alpha}-\right)-\dot{y_{\alpha}}\right) u_{x}^{i-}, \quad w_{i}^{+} \doteq\left(\dot{y_{\alpha}}-\lambda_{i}^{(h)}\left(y_{\alpha}+\right)\right) u_{x}^{i+} \tag{3.25}
\end{equation*}
$$

satisfy the corresponding equations (3.13), linearized at $w^{\mathcal{I}}=0$. By strict hyperbolicity, from the estimates concerning the components $w_{i}^{ \pm}$it thus follows

$$
\begin{array}{rlrl}
\left|\frac{\partial U^{j}}{\partial u_{x}^{i^{ \pm}}}\right| & \leq C \cdot\left|\sigma_{\alpha}\right| & & i \neq j, i^{ \pm} \in \mathcal{I}, j^{ \pm} \in \mathcal{O} \\
\left|\frac{\partial U^{i}}{\partial u_{x}^{i^{ \pm}}}-1\right| & \leq C \cdot\left|\sigma_{\alpha}\right| & i \neq k_{\alpha}, i^{ \pm} \in \mathcal{I}, i^{\mp} \in \mathcal{O}, \\
\left|\frac{\partial U^{j}}{\partial u_{x}^{k_{\alpha} \pm}}\right| & \leq C \cdot\left|\sigma_{\alpha}\right|^{2}\left|\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha} \pm\right)-\dot{y_{\alpha}}\right| & j^{ \pm} \in \mathcal{O} . \tag{3.28}
\end{array}
$$

In case of a small $h$-shock located at $x=y_{\alpha}(t), \alpha \in \S^{\prime}$, the estimates (3.26), (3.27) still hold, while (3.22) implies

$$
\begin{equation*}
\left|\frac{\partial U^{j^{ \pm}}}{\partial u_{x}^{h^{ \pm}}}\right|=0 \quad j^{ \pm} \in \mathcal{O} \tag{3.29}
\end{equation*}
$$

Finally, if $\alpha \in \S$, across the two lines $x=y_{\alpha}^{*}(t), x=y_{\alpha}^{* *}(t)$ the function $u$ is continuous while the only component of the gradient that suffers a jump is $u_{x}^{h}$. Observing that $\dot{y_{\alpha}}={\dot{y_{\alpha}}}^{*}={\dot{y_{\alpha}}}^{* *}$, one checks that the left and right values of $u_{x}^{h}$ are related by

$$
\begin{equation*}
\left(\lambda_{h}^{(h)}\left(y_{\alpha}^{*}+\right)-\dot{y_{\alpha}}\right) u_{x}^{h+}=\left(\lambda_{h}^{(h)}\left(y_{\alpha}^{*}-\right)-\dot{y}_{\alpha}\right) u_{x}^{h-} \quad \text { at } x=y_{\alpha}^{*}, \tag{3.30}
\end{equation*}
$$

and a similar equality holds at $x=y_{h}^{* *}$.
Next, consider the time derivative of the size $\sigma_{\alpha}<0$ of a shock at $x=y_{\alpha}(t)$. For $\alpha \in \S$ there holds

$$
\begin{align*}
\mid \dot{\sigma_{\alpha}}- & \left(\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}-\right)-\dot{y_{\alpha}}\right) u_{x}^{k_{\alpha}-}-\left(\dot{y_{\alpha}}-\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}+\right)\right) u_{x}^{k_{\alpha}+} \mid \\
& \leq C \cdot\left(\left|\sigma_{\alpha}\right|^{3}\left(\left|u_{x}^{k_{\alpha}+}\right|+\left|u_{x}^{k_{\alpha}-}\right|\right)+\left|\sigma_{\alpha}\right| \sum_{i^{ \pm} \in \mathcal{I}, i \neq k_{\alpha}}\left|u_{x}^{i^{ \pm}}\right|\right) . \tag{3.31}
\end{align*}
$$

Moreover, for $\alpha \in \S^{\prime}$, the size $\sigma_{\alpha} \in[-3 \varepsilon, 0]$ of a small $h$-shock located at $x=y_{\alpha}(t)$ satisfies the sharper estimate

$$
\begin{equation*}
\left|\dot{\sigma}_{\alpha}-\left(\lambda_{h}^{(h)}\left(y_{\alpha}-\right)-\dot{y_{\alpha}}\right) u_{x}^{h-}-\left(\dot{y}_{\alpha}-\lambda_{h}^{(h)}\left(y_{\alpha}+\right)\right) u_{x}^{h+}\right| \leq C \cdot\left|\sigma_{\alpha}\right| \sum_{i^{ \pm} \in \mathcal{I}, i \neq h}\left|u_{x}^{i \pm}\right| . \tag{3.32}
\end{equation*}
$$

It might help the reader to compare (3.31) and (3.32) with the identity (1.43), valid in the scalar case.

To obtain a bound on the total variation, define the total strength of waves as

$$
\begin{equation*}
V(u) \doteq \sum_{i} \int_{-\infty}^{\infty}\left|u_{x}^{i}(x)\right| d x+\sum_{\alpha \in \S \cup \S^{\prime}}\left|\sigma_{\alpha}\right| \tag{3.33}
\end{equation*}
$$

The interaction potential is defined as

$$
\begin{align*}
Q(u) \doteq & \sum_{i<j} \iint_{x<x^{\prime}}\left|u_{x}^{j}(x)\right|\left|u_{x}^{i}\left(x^{\prime}\right)\right| d x d x^{\prime}  \tag{3.34}\\
& +\sum_{\alpha \in \S \cup \S^{\prime}}\left|\sigma_{\alpha}\right|\left[\sum_{i<k_{\alpha}} \int_{y_{\alpha}}^{\infty}\left|u_{x}^{i}(x)\right| d x+\sum_{i>k_{\alpha}} \int_{-\infty}^{y_{\alpha}}\left|u_{x}^{i}(x)\right| d x\right]+\sum_{\substack{\alpha, \beta \in \S \cup \S^{\prime} \\
k_{\alpha}>k_{\beta}, y_{\alpha}<y_{\beta}}}\left|\sigma_{\alpha} \sigma_{\beta}\right| \\
& \left.+\sum_{i \in \S}\left|\sigma_{i}\right|\left(\int_{-\infty}^{\infty}\right)\left|u_{x}^{i}(x)\right| d x+\sum_{\beta \in \S^{\prime}, k_{\beta}=i}\left|\sigma_{\beta}\right|\right)
\end{align*}
$$

Observe that in (3.34) two waves of the same family are never regarded as "approaching", except in the case where one of them is a large shock. Such a definition is natural in the present context. Indeed, due to the coincidence of shock and rarefaction curves (for small shock strengths), the interaction of small waves of the same family does not increase the total amount of waves.

The instantaneous amount of interaction is

$$
\begin{equation*}
\Lambda(u) \doteq \tilde{\Lambda}(u)+\sum_{\alpha \in \S \cup \S^{\prime}} \Lambda_{\alpha}(u) \tag{3.35}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{\Lambda}(u) \doteq \sum_{i<j} \int_{-\infty}^{\infty}\left(\lambda_{j}^{(h)}(u(x))-\lambda_{i}^{(h)}(u(x))\right)\left|u_{x}^{i}(x)\right|\left|u_{x}^{j}(x)\right| d x \tag{3.36}
\end{equation*}
$$

and
$\left.\Lambda_{\alpha}(u) \doteq\left|\sigma_{\alpha}\right|\left(\sum_{i \geq k_{\alpha}}\right)\left(\lambda_{i}^{(h)}\left(y_{\alpha}-\right)-\dot{y}_{\alpha}\right)\left|u_{x}^{i}\left(y_{\alpha}-\right)\right|+\sum_{i \leq k_{\alpha}}\left(\dot{)} y_{\alpha}-\lambda_{i}^{(h)}\left(y_{\alpha}+\right)\right)\left|u_{x}^{i}\left(y_{\alpha}+\right)\right|\right)$,
$\left.\Lambda_{\alpha}(u) \doteq\left|\sigma_{\alpha}\right|\left(\sum_{i>k_{\alpha}}\right)\left(\lambda_{i}^{(h)}\left(y_{\alpha}-\right)-\dot{y}_{\alpha}\right)\left|u_{x}^{i}\left(y_{\alpha}-\right)\right|+\sum_{i<k_{\alpha}}\left(() y_{\alpha}-\lambda_{i}^{(h)}\left(y_{\alpha}+\right)\right)\left|u_{x}^{i}\left(y_{\alpha}+\right)\right|\right)$,
in the cases $\alpha \in \S$ and $\alpha \in \S^{\prime}$, respectively. Using the bounds (3.26)-(3.32), a lengthy but straightforward computation yields

$$
\begin{aligned}
\frac{d}{d t} V(u) \leq & \sum_{i} \sum_{j<k}\left|G_{i j k}(u)\right|\left|u_{x}^{j}\right|\left|u_{x}^{k}\right|+\sum_{\alpha \in \S \cup \S^{\prime}}\left|\dot{\sigma}_{\alpha}\right| \\
& \left.+\sum_{\alpha \in \S \cup \S^{\prime}}() \sum_{j^{ \pm} \in \mathcal{O}}\left|\lambda_{j}^{(h)}\left(y_{\alpha} \pm\right)-\dot{y}_{\alpha}\right|\left|u_{x}^{j \pm}\right|-\sum_{j^{ \pm} \in \mathcal{I}}\left|\lambda_{j}^{(h)}\left(y_{\alpha} \pm\right)-\dot{y}_{\alpha}\right|\left|u_{x}^{i \pm}\right|\right) \\
\leq & C_{4} \Lambda(u)
\end{aligned}
$$

for some constant $C_{4}$. Moreover,

$$
\begin{equation*}
\frac{d}{d t} Q(u) \leq-\Lambda(u)+C_{4} \Lambda(u) V(u) \leq-\frac{1}{2} \Lambda(u) \tag{3.38}
\end{equation*}
$$

provided that the total variation remains suitably small. Observe that $V, Q$ both remain constant at times where two small $h$-shocks join together. The previous inequalities together imply

$$
\begin{equation*}
\frac{d}{d t}\left[V(u)+C_{1} \cdot Q(u)\right] \leq 0 \tag{3.39}
\end{equation*}
$$

for some constant $C_{1}$, as in (1.9). In particular, if $\left|u^{+}-u^{-}\right|$and $\eta$ are sufficiently small, then the domain $\mathcal{D}$ in (2.8) is positively invariant.

We now consider the linearized system of equations for a generalized tangent vector $(v, \xi) \in \mathbf{L}^{1}\left(\mathbb{R} ; \mathbb{R}^{n}\right) \times \mathbb{R}^{N}$, with $\left.N=\#(\S \cup) \S^{\prime}\right)$. Call $v_{i}=\left\langle l_{i}, v\right\rangle$ the $i$-th component of $v$. Outside the jumps, one has

$$
\begin{align*}
\left(v_{i}\right)_{t}+\left(\lambda_{i}^{(h)}(u) v_{i}\right)_{x} & \left.=\sum_{j \neq k}\left\{\left(\nabla \lambda_{i}^{(h)} \cdot r_{k}\right)\left(u_{x}^{k} v_{i}-u_{x}^{i} v_{k}\right)\right)+\left(\lambda_{j}^{(h)}-\lambda_{i}^{(h)}\right)\left\langle l_{i},\left[r_{j}, r_{k}\right]\right\rangle u_{x}^{j} v_{k}\right\}  \tag{3.40}\\
& \doteq \sum_{j \neq k} H_{i j k}(u) u_{x}^{j} v_{k}
\end{align*}
$$

At a point of shock $y_{\alpha}, \alpha \in \S \cup \S^{\prime}$, the ( $n-1$ ) equations (3.13) are satisfied with

$$
\begin{equation*}
w_{i}^{-}=v_{i}^{-}+\xi_{\alpha} u_{x}^{i-}, \quad w_{i}^{+}=v_{i}^{+}+\xi_{\alpha} u_{x}^{i+} \tag{3.41}
\end{equation*}
$$

At the points $y_{\alpha}^{*}, y_{\alpha}^{* *}$ where only the $h$-characteristic speed is discontinuous, we have

$$
\begin{equation*}
v_{h}^{-}+\xi_{\alpha} u_{x}^{h-}=v_{h}^{+}+\xi_{\alpha} u_{x}^{h+}, \quad v_{i}^{-}=v_{i}^{+} \quad(i \neq h) \tag{3.42}
\end{equation*}
$$

Recalling (3.30), from (3.42) we obtain a relation between $v_{h}^{-}$and $v_{h}^{+}$. Finally,

$$
\begin{equation*}
\left.\dot{\xi}_{\alpha}=D \lambda_{k_{\alpha}}^{(h)}\left(u\left(y_{\alpha}-\right), u\left(y_{\alpha}+\right)\right) \cdot\left(\sum_{i}\left(v_{i}^{-}+\xi_{\alpha}\right) u_{x}^{i-}\right) r_{i}^{-}, \sum_{i}\left(v_{i}^{+}+\xi_{\alpha} u_{x}^{i+}\right) r_{i}^{+}\right) \tag{3.43}
\end{equation*}
$$

Here $\lambda_{k_{\alpha}}^{(h)}\left(u^{-}, u^{+}\right)$is the speed of an $\varepsilon$-approximate shock, as defined at (2.4), while the differential $D \lambda_{k_{\alpha}}^{(h)}$ is defined as in (1.30). We recall that if $\alpha \in \S$, then the shock speed $\lambda_{k_{\alpha}}^{(h)}$ is determined by (2.4). In the case $\alpha \in \S^{\prime}$, the speed $\lambda_{k_{\alpha}}^{(h)}$ is given by the right hand side of (3.9).

We can now introduce the weighted norm

$$
\begin{equation*}
\|(v, \xi)\|_{u}^{*} \doteq \sum_{i=1}^{n} \int_{-\infty}^{\infty} W_{i}^{u}(x)\left|v_{i}(x)\right| d x+\sum_{\alpha \in \S \cup \S^{\prime}} W_{k_{\alpha}}^{u}\left(y_{\alpha}\right)\left|\sigma_{\alpha}\right| \cdot\left|\xi_{\alpha}\right| \tag{3.44}
\end{equation*}
$$

where the weight functions $W_{i}^{u}$ are defined as

$$
\begin{equation*}
W_{i}^{u}(x) \doteq 1+\kappa_{1} R_{i}^{u}(x)+\kappa_{1} \kappa_{2} Q(u) \tag{3.45}
\end{equation*}
$$

for some constants $\kappa_{1}, \kappa_{2}$ whose precise value will be determined later. Here $Q(u)$ is the interaction potential (3.34), while $R_{i}^{u}(x)$ measures the total amount of waves which approach an $i$-wave located at $x$. More precisely, for a point $x$ not coinciding with a large shock, we set

$$
\begin{align*}
& R_{i}^{u}(x) \doteq\left[\sum_{j<i} \int_{x}^{\infty}+\sum_{j>i} \int_{-\infty}^{x}\right]\left|u_{x}^{j}(y)\right| d y+\left[\sum_{\substack{\alpha \in \S \cup \S^{\prime} \\
k_{\alpha}<i, y_{\alpha}>x}}+\sum_{\substack{\alpha \in \S \cup \S^{\prime} \\
k_{\alpha}>i, y_{\alpha}<x}}\right]\left|\sigma_{\alpha}\right|+\sum_{k_{\alpha}=i \in \S}\left|\sigma_{\alpha}\right|  \tag{3.46}\\
& \quad+\left[\sum_{\substack{\alpha \in \S \\
k_{\alpha} \leq i, y_{\alpha}^{*}>x}}+\sum_{\substack{\alpha \in \S \\
k_{\alpha}>i, y_{\alpha}^{*}<x}}+\sum_{\substack{\alpha \in \S \\
k_{\alpha}<i, y_{\alpha}^{* *}>x}}+\sum_{\substack{\alpha \in \S \\
k_{\alpha} \geq i, y_{\alpha}^{* *}<x}}\right] \varepsilon .
\end{align*}
$$

Of course, the third summation in (3.46) contains at most one term: the strength of the $i$-th big shock, if $i \in \S$. The last summations take care of the fictitious wavefronts at $y_{\alpha}^{*}, y_{\alpha}^{* *}$, regarded as waves of the $\alpha$-th family, of strength $\varepsilon$. The presence of these terms takes into account the fact that some wave speeds may experience a small change across these lines. In the case $x=y_{\alpha}$ for some $\alpha \in \S$ we set

$$
\begin{align*}
& R_{k_{\alpha}}^{u}\left(y_{\alpha}\right) \doteq\left[\sum_{j \leq k_{\alpha}} \int_{y_{\alpha}}^{\infty}+\sum_{j \geq k_{\alpha}} \int_{-\infty}^{y_{\alpha}}\right]\left|u_{x}^{j}(x)\right| d x+\left[\sum_{\substack{\beta \in \S_{\cup 母}^{\prime} \\
k_{\beta} \leq k_{\alpha}, y_{\beta}>y_{\alpha}}}+\sum_{\substack{\beta \in\left\{\cup \xi^{\prime} \\
k_{\beta} \geq k_{\alpha}, y_{\beta}<y_{\alpha}\right.}}\right]\left|\sigma_{\beta}\right|  \tag{3.47}\\
& +\varepsilon \cdot\left\{\int_{y_{\alpha}^{*}}^{y_{\alpha}}\left(\sum_{j<k_{\alpha}}\left|u_{x}^{j}(x)\right|-\sum_{j \geq k_{\alpha}}\left|u_{x}^{j}(x)\right|\right) d x+\int_{y_{\alpha}}^{y_{\alpha}^{* *}}\left(\sum_{j>k_{\alpha}}\left|u_{x}^{j}(x)\right|-\sum_{j \leq k_{\alpha}}\left|u_{x}^{j}(x)\right|\right) d x\right. \\
& \left.\left.+\sum_{\substack{\beta \in \xi^{\prime} \\
y_{\beta} \in\left[y_{\alpha}^{*}, y_{\alpha}^{* *}\right]}}\left|\sigma_{\beta}\right| \operatorname{sign}\left[\left(\dot{y}_{\beta}-\dot{y}_{\alpha}\right) y_{\beta}-y_{\alpha}\right)\right]\right\} \text {. }
\end{align*}
$$

Following [B4], we now observe that the derivative of $R_{i}$ along an $i$-characteristic satisfies the estimate

$$
\begin{equation*}
\left.\left(R_{i}^{u}\right)_{t}+\lambda_{i}^{(h)}(u) R_{i}^{u}\right)_{x} \leq-\sum_{j \neq i}\left|\lambda_{j}^{(h)}(u)-\lambda_{i}^{(h)}(u)\right|\left|u_{x}^{j}\right|+C \Lambda(u) \tag{3.48}
\end{equation*}
$$

Moreover, recalling (3.37), along a shock we have

$$
\begin{align*}
& \frac{d}{d t} R_{k_{\alpha}}^{u}\left(y_{\alpha}(t)\right) \leq-\sum_{j \leq k_{\alpha}}\left(\dot{y}_{\alpha}-\lambda_{j}^{(h)}\left(y_{\alpha}+\right)\right)\left|u_{x}^{j+}\right|-\sum_{j \geq k_{\alpha}}\left(\lambda_{j}^{(h)}\left(y_{\alpha}-\right)-\dot{y_{\alpha}}\right)\left|u_{x}^{j-}\right|+C \Lambda(u)  \tag{3.49}\\
& \left.\quad-\varepsilon\left(\sum_{j} \mid\right) \lambda_{j}^{(h)}\left(y_{\alpha}^{*}+\right)-\dot{y_{\alpha}}| | u_{x}^{j}\left(y_{\alpha}^{*}+\right)\left|+\sum_{j}\right| \lambda_{j}^{(h)}\left(y_{\alpha}^{* *}-\right)-\dot{y_{\alpha}}| | u_{x}^{j}\left(y_{\alpha}^{* *}-\right) \mid\right)+\frac{\varepsilon}{\left|\sigma_{\alpha}\right|} C \Lambda_{\alpha}(u) \\
& \quad \leq-\frac{\Lambda_{\alpha}(u)}{2\left|\sigma_{\alpha}\right|}+C \Lambda(u)-\varepsilon \Lambda_{\alpha}^{*}(u)
\end{align*}
$$

in case $\alpha \in \S$. We use here the notation
(3.50) $\Lambda_{\alpha}^{*}(u) \doteq \sum_{j}\left|\lambda_{j}^{(h)}\left(y_{\alpha}^{*}+\right)-\dot{y_{\alpha}}\right|\left|u_{x}^{j}\left(y_{\alpha}^{*}+\right)\right|+\sum_{j}\left|\lambda_{j}^{(h)}\left(y_{\alpha}^{* *}-\right)-\dot{y_{\alpha}} \| u_{x}^{j}\left(y_{\alpha}^{* *}-\right)\right|$.

Since the constant $C$ is independent of $\varepsilon$ and we are eventually interested in the limit $\varepsilon \rightarrow 0$, in (3.49) it was not restrictive to assume $\varepsilon C<1 / 2$. When $\alpha \in \S^{\prime}$ we have the simpler estimate

$$
\begin{align*}
\frac{d}{d t} R_{k_{\alpha}}^{u}\left(y_{\alpha}(t)\right) & \leq-\sum_{j<k_{\alpha}}\left(\dot{y}_{\alpha}-\lambda_{j}^{(h)}\left(y_{\alpha}+\right)\right)\left|u_{x}^{j+}\right|-\sum_{j>k_{\alpha}}\left(\lambda_{j}^{(h)}\left(y_{\alpha}-\right)-\dot{y}_{\alpha}\right)\left|u_{x}^{j-}\right|+C \Lambda(u)  \tag{3.51}\\
& \leq-\frac{\Lambda_{\alpha}(u)}{\left|\sigma_{\alpha}\right|}+C \Lambda(u)
\end{align*}
$$

The time derivative of the weighted norm of a tangent vector can now be computed as

$$
\begin{align*}
& \frac{d}{d t}\|(v(t), \xi(t))\|_{u(t)}^{*}  \tag{3.52}\\
& \leq\left.\sum_{\alpha \in \S \cup \S^{\prime}}\left[\left(-\dot{\sigma_{\alpha}}\right) W_{k_{\alpha}}^{u}\left(y_{\alpha}\right)\left|\xi_{\alpha}\right|+\left|\sigma_{\alpha}\right| \dot{W}_{k_{\alpha}}^{u}\left(y_{\alpha}\right)\left|\xi_{\alpha}\right|+\left|\sigma_{\alpha}\right| W_{k_{\alpha}}^{u}\left(y_{\alpha}\right) \operatorname{sign} \xi_{\alpha}\right) \dot{\xi}_{\alpha}\right] \\
&\left.+\sum_{i=1}^{n} \int_{-\infty}^{\infty}\left[\left(W_{i}^{u}\right)_{t}+\lambda_{i}^{(h)}(u) W_{i}^{u}\right)_{x}\right]\left|v_{i}\right| d x \\
&+\sum_{i=1}^{n} \int_{-\infty}^{\infty} W_{i}^{u} \cdot\left(\operatorname{sign} v_{i}\right)\left(\left(v_{i}\right)_{t}+\left(\lambda_{i}^{(h)}(u) v_{i}\right)_{x}\right) d x \\
& \quad+\sum_{\alpha \in \S \cup \S^{\prime}} \sum_{i=1}^{n}\left[W_{i}^{u}\left(y_{\alpha}+\right)\left(\lambda_{i}^{(h)}\left(y_{\alpha}+\right)-\dot{y_{\alpha}}\right)\left|v_{i}\left(y_{\alpha}+\right)\right|-W_{i}^{u}\left(y_{\alpha}-\right)\left(\lambda_{i}^{(h)}\left(y_{\alpha}-\right)-\dot{y_{\alpha}}\right)\left|v_{i}\left(y_{\alpha}-\right)\right|\right] \\
& \quad+\sum_{\alpha \in \S} \sum_{i=1}^{n}\left[W_{i}^{u}\left(y_{\alpha}^{*}+\right)\left(\lambda_{i}^{(h)}\left(y_{\alpha}^{*}+\right)-\dot{y_{\alpha}}\right)\left|v_{i}\left(y_{\alpha}^{*}+\right)\right|-W_{i}^{u}\left(y_{\alpha}^{*}-\right)\left(\lambda_{i}^{(h)}\left(y_{\alpha}^{*}-\right)-\dot{y}_{\alpha}\right)\left|v_{i}\left(y_{\alpha}^{*}-\right)\right|\right] \\
& \quad+\sum_{\alpha \in \S} \sum_{i=1}^{n}\left[W_{i}^{u}\left(y_{\alpha}^{* *}+\right)\left(\lambda_{i}^{(h)}\left(y_{\alpha}^{* *}+\right)-\dot{y_{\alpha}}\right)\left|v_{i}\left(y_{\alpha}^{* *}+\right)\right|-W_{i}^{u}\left(y_{\alpha}^{* *}-\right)\left(\lambda_{i}^{(h)}\left(y_{\alpha}^{* *}-\right)-\dot{y_{\alpha}}\right)\left|v_{i}\left(y_{\alpha}^{* *}-\right)\right|\right] \\
& \quad \pm E_{1}+E_{2}+E_{3}+E_{4}+E_{5}+E_{6} .
\end{align*}
$$

We claim that the right hand side of (3.52) is non-positive, as long as $u$ remains in the domain $\mathcal{D}$ in (2.8), for $\eta$ suitably small. Before embarking in the lengthy computations that follow, the reader is advised to review the Example 1 given in the Introduction. In the scalar case, thanks to the identities (1.41)-(1.44), one can choose the weight function $W^{u} \equiv 1$ and obtain (1.45) by a straightforward computation. To handle the vector valued case, we try to use a similar argument for each component of the tangent vector. More precisely, we replace (1.41) by (3.40), (1.42) by (3.43), (1.43) by (3.31), and (1.44) by (3.62). In contrast with the scalar case, the relations (3.40), (3.31) and (3.62) now contain a non-zero right hand side. The key point is that all these extra terms are due to some kind of interaction. Therefore, their contribution to the growth of the norm $\|(v, \xi)\|_{u}^{*}$ can be more than compensated by the decrease of suitable weight functions.

The estimation of (3.52) follows [B4], with suitable modifications. By choosing $\eta$ sufficiently small, we can assume that all the quantities

$$
\begin{gather*}
\left|u\left(y_{\alpha}^{*}\right)-\omega_{\alpha-1}\right|, \quad\left|u\left(y_{\alpha}-\right)-\omega_{\alpha-1}\right|, \quad\left|u\left(y_{\alpha}+\right)-\omega_{\alpha}\right|, \quad\left|u\left(y_{\alpha}^{* *}\right)-\omega_{\alpha}\right|,  \tag{3.53}\\
\left|\lambda_{h}^{(h)}\left(y_{\alpha}^{*}+\right)-\lambda_{h}^{(h)}\left(y_{\alpha}^{*}-\right)\right|, \quad\left|\lambda_{h}^{(h)}\left(y_{\alpha}^{* *}+\right)-\lambda_{h}^{(h)}\left(y_{\alpha}^{* *}-\right)\right|,
\end{gather*}
$$

are as small as we like. Define the instantaneous amount of interaction between $u$ and $v$ by setting

$$
\begin{equation*}
\Psi(u, v) \doteq \tilde{\Psi}(u, v)+\sum_{\alpha \in \S \cup \S^{\prime}} \Psi_{\alpha}(u, v) \tag{3.54}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{\Psi}(u, v) \doteq \sum_{i \neq j} \int_{-\infty}^{\infty}\left|\lambda_{i}^{(h)}(u)-\lambda_{j}^{(h)}(u)\right|\left|u_{x}^{i}(x)\right|\left|v_{j}(x)\right| d x \tag{3.55}
\end{equation*}
$$

$\Psi_{\alpha}(u, v) \doteq\left\{\begin{array}{l}\left|\sigma_{\alpha}\right|\left[\sum_{i \geq k_{\alpha}}\left(\lambda_{i}^{(h)}\left(y_{\alpha}-\right)-\dot{y_{\alpha}}\right)\left|v_{i}\left(y_{\alpha}-\right)\right|+\sum_{i \leq k_{\alpha}}\left(\dot{y_{\alpha}}-\lambda_{i}^{(h)}\left(y_{\alpha}+\right)\right)\left|v_{i}\left(y_{\alpha}+\right)\right|\right] \quad \text { if } \alpha \in \S, \\ \left|\sigma_{\alpha}\right|\left[\sum_{i>k_{\alpha}}\left(\lambda_{i}^{(h)}\left(y_{\alpha}-\right)-\dot{y_{\alpha}}\right)\left|v_{i}\left(y_{\alpha}-\right)\right|+\sum_{i<k_{\alpha}}\left(\dot{y_{\alpha}}-\lambda_{i}^{(h)}\left(y_{\alpha}+\right)\right)\left|v_{i}\left(y_{\alpha}+\right)\right|\right] \quad \text { if } \alpha \in \S^{\prime} .\end{array}\right.$
Define also the upper bound for all weights

$$
\begin{equation*}
M_{W}^{u} \doteq \sup \left\{W_{i}^{u}(x) ; x \in \mathbb{R}, i=1, \ldots, n\right\} \tag{3.57}
\end{equation*}
$$

By (3.48), (3.38), the time derivative of $W_{i}^{u}$ along an $i$-characteristic satisfies

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\lambda_{i}^{(h)}(u) \frac{\partial}{\partial x}\right) W_{i}^{u} & \leq-\kappa_{1} \sum_{j \neq i}\left|\lambda_{j}^{(h)}(u)-\lambda_{i}^{(h)}(u)\right|\left|u_{x}^{j}\right|+\kappa_{1} C \Lambda(u)+\kappa_{1} \kappa_{2} \dot{Q}(u)  \tag{3.58}\\
& \leq-\kappa_{1} \sum_{j \neq i}\left|\lambda_{j}^{(h)}(u)-\lambda_{i}^{(h)}(u)\right|\left|u_{x}^{j}\right|,
\end{align*}
$$

provided that $\kappa_{2}$ is chosen sufficiently large. Along a shock, by (3.49) and (3.38) one has

$$
\begin{align*}
\frac{d}{d t} W_{k_{\alpha}}^{u}\left(y_{\alpha}(t)\right) & \leq-\kappa_{1} \frac{\Lambda_{\alpha}(u)}{2\left|\sigma_{\alpha}\right|}-\kappa_{1} \varepsilon \Lambda_{\alpha}^{*}(u)+\kappa_{1}\left(C \Lambda(u)+\kappa_{2} \dot{Q}(u)\right)  \tag{3.59}\\
& \leq-\kappa_{1} \frac{\Lambda_{\alpha}(u)}{2\left|\sigma_{\alpha}\right|}-\kappa_{1} \varepsilon \Lambda_{\alpha}^{*}(u)
\end{align*}
$$

if $\alpha \in \S$. In the case $\alpha \in \S^{\prime}$, we have the simpler estimate

$$
\begin{equation*}
\frac{d}{d t} W_{k_{\alpha}}^{u}\left(y_{\alpha}(t)\right) \leq-\kappa_{1} \frac{\Lambda_{\alpha}(u)}{\left|\sigma_{\alpha}\right|}+\kappa_{1}\left(C \Lambda(u)+\kappa_{2} \dot{Q}(u)\right) \leq-\kappa_{1} \frac{\Lambda_{\alpha}(u)}{\left|\sigma_{\alpha}\right|} \tag{3.60}
\end{equation*}
$$

We now observe that for every $\alpha \in \S \cup \S^{\prime}$ there holds

$$
\begin{equation*}
\sum_{i \neq k_{\alpha}}\left|v_{i}\left(y_{\alpha}+\right)-v_{i}\left(y_{\alpha}-\right)\right| \leq C \cdot\left(\left|\xi_{\alpha}\right| \Lambda_{\alpha}(u)+\Psi_{\alpha}(u, v)\right) . \tag{3.61}
\end{equation*}
$$

Moreover, for $\alpha \in \S$ and any $\eta^{-}, \eta^{+} \in \mathbb{R}$ we have

$$
\begin{align*}
& \left|\left(\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}-\right)-\dot{y_{\alpha}}\right) \eta^{-}+\left(\dot{y_{\alpha}}-\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}+\right)\right) \eta^{+}-\left|\sigma_{\alpha}\right| \cdot D \lambda_{k_{\alpha}}^{(h)}\left(u\left(y_{\alpha}-\right), u\left(y_{\alpha}+\right)\right) \cdot\left(\eta^{-} r_{k_{\alpha}}^{-}, \eta^{+}\right) r_{k_{\alpha}}^{+}\right) \mid  \tag{3.62}\\
& \left.\quad \leq C \cdot\left|\sigma_{\alpha}\right|^{2}\left(\left|\eta^{-}\right|+\right)\left|\eta^{+}\right|\right)
\end{align*}
$$

for some constant $C$. In the case $\alpha \in \S^{\prime}$ the same result holds with $C=0$. These estimates should be compared with the identity (1.44), valid in the scalar case.

We are now ready to estimate each term on the right hand side of (3.52). Using (3.31), (3.59), (3.60), (3.43), then (3.62) with $\eta^{ \pm}=u_{x}^{k_{\alpha} \pm}, v_{k_{\alpha}}^{ \pm}$, we obtain

$$
\begin{align*}
E_{1} \leq & \left.-\sum_{\alpha \in \S \cup \S^{\prime}}\left[\left(\lambda_{k_{\alpha}}^{(h)}\right)\left(y_{\alpha}-\right)-\dot{y_{\alpha}}\right) u_{x}^{k_{\alpha}-}+\left(\dot{y}_{\alpha}-\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}+\right)\right) u_{x}^{k_{\alpha}+}\right] W_{k_{\alpha}}^{u}\left(y_{\alpha}\right)\left|\xi_{\alpha}\right|  \tag{3.63}\\
& \left.+C\left(\sum_{\alpha \in \S}\left|\sigma_{\alpha}\right|^{3}\left(\left|u_{x}^{k_{\alpha}+}\right|\right)+\left|u_{x}^{k_{\alpha}-}\right|\right)+\sum_{\alpha \in \S \cup \S^{\prime}}\left|\sigma_{\alpha}\right| \sum_{i \neq k_{\alpha}}\left(\left|u_{x}^{i+}\right|+\left|u_{x}^{i-}\right|\right)\right) W_{k_{\alpha}}^{u}\left(y_{\alpha}\right)\left|\xi_{\alpha}\right| \\
& -\frac{\kappa_{1}}{2} \sum_{\alpha \in \S \cup \S^{\prime}}\left|\xi_{\alpha}\right| \Lambda_{\alpha}(u)-\kappa_{1} \varepsilon \sum_{\alpha \in \S}\left|\xi_{\alpha}\right| \Lambda_{\alpha}^{*}(u) \\
& \left.\left.+\sum_{\alpha \in \S \cup \S^{\prime}}\left|\sigma_{\alpha}\right| W_{k_{\alpha}}^{u}\left(y_{\alpha}\right) \operatorname{sign} \xi_{\alpha}\right) \cdot D \lambda_{k_{\alpha}}^{(h)}\left(u\left(y_{\alpha}-\right), u\left(y_{\alpha}+\right)\right) \cdot\left(\sum_{i}\left(v_{i}^{-}+\xi_{\alpha}\right) u_{x}^{i-}\right) r_{i}^{-}, \sum_{i}\left(v_{i}^{+}+\xi_{\alpha} u_{x}^{i+}\right) r_{i}^{+}\right) \\
\leq & -\frac{\kappa_{1}}{2} \sum_{\alpha \in \S \cup \S^{\prime}}\left|\xi_{\alpha}\right| \Lambda_{\alpha}(u)-\kappa_{1} \varepsilon \sum_{\alpha \in \S}\left|\xi_{\alpha}\right| \Lambda_{\alpha}^{*}(u) \\
& \left.+\sum_{\alpha \in \S \cup \S^{\prime}}\left[\left(\lambda_{k_{\alpha}}^{(h)}\right)\left(y_{\alpha}-\right)-\dot{y_{\alpha}}\right) v_{k_{\alpha}}^{-}+\left(\dot{y_{\alpha}}-\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}+\right)\right) v_{k_{\alpha}}^{+}\right]\left(\operatorname{sign} \xi_{\alpha}\right) W_{k_{\alpha}}^{u}\left(y_{\alpha}\right)\left|\xi_{\alpha}\right| \\
& +\sum_{\alpha \in \S \cup \S^{\prime}} C M_{W}^{u}\left(\Psi_{\alpha}(u, v)+\left|\xi_{\alpha}\right| \Lambda_{\alpha}(u)\right) .
\end{align*}
$$

By (3.58), (3.40) and strict hyperbolicity, the second and third term in (3.52) satisfy

$$
\begin{gather*}
E_{2} \leq-\kappa_{1} \tilde{\Psi}(u, v)  \tag{3.64}\\
E_{3} \leq C M_{W}^{u} \tilde{\Psi}(u, v) . \tag{3.65}
\end{gather*}
$$

By (3.56) and (3.61), the fourth term is estimated by

$$
\begin{align*}
E_{4} \leq- & \kappa_{1} \sum_{\alpha \in \S \cup \S^{\prime}} \Psi_{\alpha}(u, v)+C M_{W}^{u} \sum_{\alpha \in \S \cup \S^{\prime}}\left(\Psi_{\alpha}(u, v)+\left|\xi_{\alpha}\right| \Lambda_{\alpha}(u)\right)  \tag{3.66}\\
& +\sum_{\alpha \in \S \cup \S^{\prime}}\left[\left(\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}+\right)-\dot{y_{\alpha}}\right)\left|v_{k_{\alpha}}\left(y_{\alpha}+\right)\right|-\left(\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}-\right)-\dot{y_{\alpha}}\right)\left|v_{k_{\alpha}}\left(y_{\alpha}-\right)\right|\right] W_{k_{\alpha}}^{u}\left(y_{\alpha}\right) .
\end{align*}
$$

Next, consider any term in the summation $E_{5}$. From the definition (3.47) it follows

$$
\begin{equation*}
W_{i}^{u}\left(y_{\alpha}^{*}+\right)=W_{i}^{u}\left(y_{\alpha}^{*}-\right)-\varepsilon \cdot \operatorname{sign}\left(\lambda_{i}^{(h)}\left(y_{\alpha}^{*}-\right)-\dot{y_{\alpha}}\right) \tag{3.67}
\end{equation*}
$$

If $i \neq h$, we simply have

$$
\begin{equation*}
v_{i}\left(y_{\alpha}^{*}+\right)=v_{i}\left(y_{\alpha}^{*}-\right), \quad \lambda_{i}^{(h)}\left(y_{\alpha}^{*}+\right)=\lambda_{i}^{(h)}\left(y_{\alpha}^{*}-\right) \tag{3.68}
\end{equation*}
$$

hence

$$
\begin{gather*}
\left(\lambda_{i}^{(h)}\left(y_{\alpha}^{*}+\right)-\dot{y}_{\alpha}\right) W_{i}^{u}\left(y_{\alpha}^{*}+\right)\left|v_{i}\left(y_{\alpha}^{*}+\right)\right|-\left(\lambda_{i}^{(h)}\left(y_{\alpha}^{*}-\right)-\dot{y}_{\alpha}\right) W_{i}^{u}\left(y_{\alpha}^{*}-\right)\left|v_{i}\left(y_{\alpha}^{*}-\right)\right|  \tag{3.69}\\
\left.=-\varepsilon\left|\lambda_{i}^{(h)}\left(y_{\alpha}^{*}\right)-\dot{y}_{\alpha}\right| \mid v_{i}\left(y_{\alpha}\right)^{*}\right) \mid
\end{gather*}
$$

In the case $i=h$, recalling (3.30) and (3.42), for any $\varepsilon^{\prime}>0$, by choosing $\eta$ small in (2.8) we can achieve the estimates

$$
\begin{align*}
&\left|\lambda_{h}^{(h)}\left(y_{\alpha}^{*}+\right)-\lambda_{h}^{(h)}\left(y_{\alpha}^{*}-\right)\right| \leq \varepsilon^{\prime}<\varepsilon^{3} \\
&\left|v_{h}\left(y_{\alpha}^{*}+\right)-v_{h}\left(y_{\alpha}^{*}-\right)\right|=\left|\xi_{\alpha}\right|\left|u_{x}^{h+}-u_{x}^{h-}\right| \leq \varepsilon^{\prime}\left|\xi_{\alpha}\right| \cdot \min \left\{\left|u_{x}^{h+}\right|,\left|u_{x}^{h-}\right|\right\}  \tag{3.70}\\
&\left|\lambda_{h}^{(h)}\left(y_{\alpha}^{*} \pm\right)-\dot{y}_{\alpha}\right|>\frac{1}{2}\left|\lambda_{h}\left(\omega_{\alpha-1}\right)-\dot{y}_{\alpha}\right|>c \varepsilon>0 \\
&\left|\lambda_{h}^{(h)}\left(y_{\alpha}^{* *} \pm\right)-\dot{y}_{\alpha}\right|>\frac{1}{2}\left|\lambda_{h}\left(\omega_{\alpha}\right)-\dot{y}_{\alpha}\right|>c \varepsilon>0
\end{align*}
$$

for some constant $c>0$. To fix the ideas, assume $h \geq k_{\alpha}$. The bounds (3.70), (3.71) with $\varepsilon^{\prime}$ sufficiently small imply

$$
\begin{align*}
\left(\lambda_{h}^{(h)}\right. & \left.\left(y_{\alpha}^{*}+\right)-\dot{y}_{\alpha}\right) W_{h}^{u}\left(y_{\alpha}^{*}+\right)\left|v_{h}\left(y_{\alpha}^{*}+\right)\right|-\left(\lambda_{h}^{(h)}\left(y_{\alpha}^{*}-\right)-\dot{y}_{\alpha}\right) W_{h}^{u}\left(y_{\alpha}^{*}-\right)\left|v_{h}\left(y_{\alpha}^{*}-\right)\right|  \tag{3.72}\\
= & \left(\lambda_{h}^{(h)}\left(y_{\alpha}^{*}+\right)-\dot{y}_{\alpha}\right) W_{h}^{u}\left(y_{\alpha}^{*}+\right)\left(\left|v_{h}\left(y_{\alpha}^{*}+\right)\right|-\left|v_{h}\left(y_{\alpha}^{*}-\right)\right|\right) \\
& \quad+\left(\lambda_{h}^{(h)}\left(y_{\alpha}^{*}+\right)-\lambda_{h}^{(h)}\left(y_{\alpha}^{*}-\right)\right) W_{h}^{u}\left(y_{\alpha}^{*}+\right)\left|v_{h}\left(y_{\alpha}^{*}-\right)\right| \\
& \left.\quad+\left(\lambda_{h}^{(h)}\left(y_{\alpha}^{*}-\right)-\dot{y}_{\alpha}\right)() W_{h}^{u}\left(y_{\alpha}^{*}+\right)-W_{h}^{u}\left(y_{\alpha}^{*}-\right)\right)\left|v_{h}\left(y_{\alpha}^{*}-\right)\right| \\
\leq & \left|\lambda_{h}^{(h)}\left(y_{\alpha}^{*}+\right)-\dot{y}_{\alpha}\right| M_{W}^{u} \varepsilon^{\prime}\left|\xi_{\alpha}\right|\left|u_{x}^{h}\left(y_{\alpha}^{*}+\right)\right|+\varepsilon^{\prime} M_{W}^{u}\left|v_{h}\left(y_{\alpha}^{*}-\right)\right|-\varepsilon\left|\lambda_{h}^{(h)}\left(y_{\alpha}^{*}-\right)-\dot{y}_{\alpha}\right|\left|v_{h}\left(y_{\alpha}^{*}-\right)\right| \\
\leq & \left|\lambda_{h}^{(h)}\left(y_{\alpha}^{*}+\right)-\dot{y}_{\alpha}\right| M_{W}^{u} \varepsilon^{\prime}\left|\xi_{\alpha}\right|\left|u_{x}^{h}\left(y_{\alpha}^{*}+\right)\right| .
\end{align*}
$$

Each term in the summations for $E_{5}$ and $E_{6}$ can be estimated in the same way.
Recalling the definition (3.50), we thus have

$$
\begin{equation*}
E_{5}+E_{6} \leq \varepsilon^{\prime} M_{W}^{u} \sum_{\alpha \in \S}\left|\xi_{\alpha}\right| \Lambda_{\alpha}^{*}(u) \tag{3.73}
\end{equation*}
$$

From (3.52), combining the estimates (3.63)-(3.66) and (3.73) we finally obtain

$$
\begin{align*}
E_{1}+\cdots+E_{6} \leq & -\frac{\kappa_{1}}{2} \sum_{\alpha \in \S \cup \S^{\prime}}\left|\xi_{\alpha}\right| \Lambda_{\alpha}(u)-\kappa_{1} \varepsilon \sum_{\alpha \in \S}\left|\xi_{\alpha}\right| \Lambda_{\alpha}^{*}(u)+C M_{W}^{u} \sum_{\alpha \in \S \cup \S^{\prime}}\left(\Psi_{\alpha}(u, v)+\left|\xi_{\alpha}\right| \Lambda_{\alpha}(u)\right)  \tag{3.74}\\
& -\kappa_{1} \tilde{\Psi}(u, v)+C M_{W}^{u} \tilde{\Psi}(u, v)-\kappa_{1} \sum_{\alpha \in \S \cup \S^{\prime}} \Psi_{\alpha}(u, v)+\varepsilon^{\prime} M_{W}^{u} \sum_{\alpha \in \S}\left|\xi_{\alpha}\right| \Lambda_{\alpha}^{*}(u) .
\end{align*}
$$

We now choose $\kappa_{1}=4 C$, then let the total variation be small enough so that $M_{W}^{u} \leq 2$, and finally choose $\varepsilon^{\prime}, \eta>0$ so small that $\varepsilon^{\prime} M_{W}^{u} \leq \kappa_{1} \varepsilon$. These choices imply

$$
\begin{equation*}
\frac{d}{d t}\|(v(t), \xi(t))\|_{u(t)}^{*} \leq 0 \tag{3.75}
\end{equation*}
$$

at every time $t$ where no shock interaction occurs and no small $h$-shock crosses one of the lines $y_{\alpha}^{*}, y_{\alpha}^{* *}, \alpha \in \S$.

Next, we show that the weighted norm (3.44) decreases at every time $\tau$ of interaction. Let $y^{\prime}, y^{\prime \prime}$ be the locations of two $h$-shocks, let $\sigma^{\prime}, \sigma^{\prime \prime}<0$ be their strengths and let $\xi^{\prime}, \xi^{\prime \prime}$ be their shift rates, before the interaction time $\tau$. Call
$y, \sigma, \xi$ the corresponding quantities after the interaction. Since both shocks are small, by the coincidence of shock and rarefaction curves it follows

$$
\begin{equation*}
\sigma(\tau+)=\sigma^{\prime}(\tau-)+\sigma^{\prime \prime}(\tau-), \quad \xi(\tau+)=\frac{\sigma^{\prime}(\tau-) \xi^{\prime}(\tau-)+\sigma^{\prime \prime}(\tau-) \xi^{\prime \prime}(\tau-)}{\sigma^{\prime}(\tau-)+\sigma^{\prime \prime}(\tau-)} \tag{3.76}
\end{equation*}
$$

Moreover, since all weight functions decrease, we have

$$
\begin{gather*}
W_{h}^{u}(y(\tau+))<\min \left\{W_{h}^{u}\left(y^{\prime}(\tau-)\right), W_{h}^{u}\left(y^{\prime \prime}(\tau-)\right)\right\},  \tag{3.77}\\
\left.\|(v, \xi) \tau+)\left\|_{u(\tau+)}^{*}<\right\|(v, \xi) \tau-\right) \|_{u(\tau-)}^{*} \tag{3.78}
\end{gather*}
$$

We do not need to consider the case where three or more small shocks interact at the same point, because this situation is non-generic, and can be avoided by an arbitrarily small perturbation of the evolution equations. More precisely, let $\varepsilon^{*}>0$ be given, together with a regular path $\theta \mapsto u^{\theta}\left(t_{0}\right)$, at some time $t_{0}$. Then we can find a smooth function $\varphi$, with $\|\varphi\|_{\mathcal{C}^{3}}<\varepsilon^{*}$, such that, if we replace the $h$-wave speed $\lambda_{h}^{(h)}$ in (3.6) with the slightly perturbed value

$$
\begin{equation*}
\lambda_{h}^{\dagger} \doteq \lambda_{h}^{(h)}+\varphi(t, x, \theta) \tag{3.79}
\end{equation*}
$$

then, for all but finitely many $\theta$, the corresponding approximate solution $u^{\theta}$, for $t \geq t_{0}$, has shocks interacting only two at a time.

Finally, consider the case of a small $h$-shock which enters (or exits from) a shock layer. To fix the ideas, assume that the small $h$-shock crosses the line $y_{\alpha}^{*}$ from left to right, thus entering the shock layer around a large shock at $y_{\alpha}$. Observe that the sizes of the two shocks satisfy

$$
\begin{equation*}
\sigma_{\alpha}<-\varepsilon, \quad-3 \varepsilon<\sigma_{\beta}<0 \tag{3.80}
\end{equation*}
$$

and do not change at the time $\tau$ when the crossing occurs. Call $\xi_{\alpha}$ the shift rate of the large shock at $y_{\alpha}$ (clearly, $y_{\alpha}^{*}, y_{\alpha}^{* *}$ shift at exactly )the same rate), and let $\xi_{\beta}^{-}, \xi_{\beta}^{+}$be the shift rates of the small $h$-shock before and after the crossing. An elementary computation yields

$$
\begin{equation*}
\xi_{\beta}^{+}=\frac{\xi_{\alpha}\left(\dot{y}_{\beta}^{-}-\dot{y}_{\beta}^{+}\right)-\xi_{\beta}^{-}\left(\dot{y}_{\alpha}-\dot{y}_{\beta}^{+}\right)}{\dot{y}_{\beta}^{-}-\dot{y}_{\alpha}}=\xi_{\beta}^{-}+\frac{\left.\left(\xi_{\beta}^{-}-\xi_{\alpha}\right) \dot{y}_{\beta}^{+}-\dot{y}_{\beta}^{-}\right)}{\dot{y}_{\beta}^{-}-\dot{y}_{\alpha}} \tag{3.81}
\end{equation*}
$$

where $\dot{y}_{\beta}^{-}, \dot{y}_{\beta}^{+}$are the speeds of the small shock before and after the crossing, respectively. At the time of crossing, the change in the weighted norm of the generalized tangent vector is now computed by

$$
\begin{align*}
\left.\|(v, \xi) \tau+)\left\|_{u(\tau+)}^{*}-\right\|(v, \xi) \tau-\right) \|_{u(\tau-)}^{*}= & \left|\sigma_{\beta}\right|\left|\xi_{\beta}^{+}\right| W_{h}^{+}\left(y_{\beta}\right)+\left|\sigma_{\alpha}\right|\left|\xi_{\alpha}\right| W_{k_{\alpha}}^{+}\left(y_{\alpha}\right)  \tag{3.82}\\
& -\left|\sigma_{\beta}\right|\left|\xi_{\beta}^{-}\right| W_{h}^{-}\left(y_{\beta}\right)-\left|\sigma_{\alpha}\right|\left|\xi_{\alpha}\right| W_{k_{\alpha}}^{-}\left(y_{\alpha}\right)
\end{align*}
$$

From the definitions (3.45)-(3.47) it follows

$$
\begin{equation*}
W_{h}^{+}\left(y_{\beta}\right)-W_{h}^{-}\left(y_{\beta}\right)=-\kappa_{1} \varepsilon, \quad W_{k_{\alpha}}^{+}\left(y_{\alpha}\right)-W_{k_{\alpha}}^{-}\left(y_{\alpha}\right)=-\kappa_{1} \varepsilon\left|\sigma_{\beta}\right| \tag{3.83}
\end{equation*}
$$

Moreover, by (3.70)-(3.71) we have

$$
\begin{equation*}
\left|\dot{y}_{\beta}^{+}-\dot{y}_{\beta}^{-}\right| \leq \varepsilon^{\prime}, \quad\left|\dot{y}_{\beta}^{-}-\dot{y}_{\alpha}\right|>c \varepsilon . \tag{3.84}
\end{equation*}
$$

Therefore, if $\varepsilon^{\prime}$ is sufficiently small (which can be accomplished ) by choosing $\eta$ small in (2.8)), by (3.83), (3.84) and (3.81) we again obtain (3.78).

By (3.75) and (3.78), the weighted length $\|\gamma\|_{*}$ of a path of approximate $\varepsilon$ solutions $\gamma_{t}: \theta \mapsto u^{\theta}(t, \cdot)$ does not increase in time, as long as all functions $u^{\theta}$ retain their regularity, remaining piecewise Lipschitz continuous.

Remark . In order to obtain the previous estimates, we used the fact that the amount of waves inside a shock layer $\left[y_{\alpha}^{*}, y_{\alpha}^{* *}\right] \backslash\left\{y_{\alpha}\right\}$ is small compared with the strength of the shock at $y_{\alpha}$. More precisely, both quantities
[strength of waves inside the shock layer],
(3.86) [ change in the characteristic speed $\lambda_{h}^{(h)}$ across the boundaries $\left.y_{\alpha}^{*}, y_{\alpha}^{*} * *\right]$ should be $\ll$ [strength of the shock at $\left.y_{\alpha}\right]^{2}$. This motivates the choices of the exponents in Cases 2-3 of Definition 5, in Section 2.

## CHAPTER 4

## Restarting Procedures

In this section we complete the construction of the local semigroups, describing the restarting procedures and carefully estimating how the various weighted norms are changed at restarting times. For clarity of exposition, we shall write the statements of the various lemmas one after the other, collecting all the proofs at the end of the section.

Let $\delta_{1}, \delta_{2}>0$ be given, together with a Riemann data $\left(u^{-}, u^{+}\right)$. As in the previous section, call $\S=\left\{j_{1}, \ldots, j_{\nu}\right\} \subseteq\{1, \ldots, n\}$ the set of indices $i$ such that the solution of the Riemann problem (2.6)-(1.1) contains an $i$-shock of strength $\left|\sigma_{i}\right| \geq 2 \varepsilon$. Let $\eta>0$ be chosen small enough, so that every function $u$ in the domain $\mathcal{D}$ at (2.8) contains exactly one $i$-shock of strength $>\varepsilon$ for each $i \in \S$, while all other jumps in $u$ have strength $<3 \varepsilon$.

We now introduce the domain $\mathcal{D}^{\delta_{2}} \subset \mathcal{D}$ consisting of all piecewise Lipschitz functions $u \in \mathcal{D}$ such that

- The large shocks of $u$ are located at points $y_{i}, i \in \S$, with $y_{j}-y_{i}>2 \delta_{2}$ whenever $i<j$.
- $u$ contains no jump inside the set

$$
\begin{equation*}
\left.\bigcup_{i \in \S}\left(\left[y_{i}-\delta_{2} / 3, y_{i}[\cup] y_{i}\right), y_{i}+\delta_{2} / 3\right]\right), \tag{4.1}
\end{equation*}
$$

- Outside the set

$$
\begin{equation*}
\bigcup_{i \in \S}\left[y_{i}-\delta_{2} / 3, y_{i}+\delta_{2} / 3\right], \tag{4.2}
\end{equation*}
$$

all jumps in $u$ belong to a single characteristic family.
Definition 4.1. For a given $\delta>0$, we say that a function $u:[0,+\infty) \rightarrow \mathcal{D}^{\delta_{2}}$ is a $\delta$-accurate approximate $\varepsilon$-solution of (1.1) if the following holds.
(1) $u$ is continuous with values in $\mathbf{L}^{1}$, except for a countable set of times $\tau_{1}<\tau_{2}<$ $\ldots$.. with $\tau_{i} \rightarrow+\infty$.
(2) Each interval $J_{\ell} \doteq\left[\tau_{\ell}, \tau_{\ell+1}\left[\right.\right.$ is contained in some $I_{m, h}$, defined at (2.9). For $t \in$ $J_{\ell} \subseteq I_{m, h}$, the function $u$ satisfies the quasilinear hyperbolic equation (3.8) outside the shocks, the conditions (2.3)-(2.4) along the large shocks and the conditions (3.3), (3.9) along the small $h$-shocks.
(3) For every $T>0$, the restartings performed at the times $\tau_{\ell}$ satisfy

$$
\begin{equation*}
\sum_{\tau_{\ell} \leq T}\left\|u\left(\tau_{\ell}+\right)-u\left(\tau_{\ell}-\right)\right\|_{\mathbf{L}^{1}} \leq \delta T \tag{4.3}
\end{equation*}
$$

The construction of a $\delta$-accurate approximate $\varepsilon$-solution can be achieved following Section 3 and using the three restarting procedures described below. For
every function $u \in \mathcal{D}^{\delta_{2}}$ we denote by $\operatorname{Lip}(u)$ its Lipschitz constant, and define the weighted Lipschitz constant

$$
\begin{equation*}
\mathrm{w}-\operatorname{Lip}(u) \doteq \max _{i} \sup _{x}\left|u_{x}^{i}(x)\right| \exp \left[\beta W_{i}^{u}(x)\right] \tag{4.4}
\end{equation*}
$$

where the weights $W_{i}^{u}$ are as in (3.45) and $\beta$ is a suitably large constant, whose precise value will be determined later. For convenience, some additional domains are now defined.

- $\mathcal{D}_{h, L}$ is the set of all functions $u \in \mathcal{D}^{\delta_{2}}$ whose weighted Lipschitz constant is $\leq L$ and whose shocks, outside the set (4.2), all belong to the the $h$-th family.
- $\mathcal{D}_{h, L}^{*}$ is the set of all functions $u \in \mathcal{D}_{h, L}$ which satisfy the additional condition

$$
\begin{equation*}
u_{x}^{h}(x) \exp \left[\beta W_{h}^{u}(x)\right] \geq-1 \tag{4.5}
\end{equation*}
$$

outside the set

$$
\begin{equation*}
\bigcup_{i \in \S}\left(\left[y_{i}-2 \delta_{2} / 3, y_{i}+2 \delta_{2} / 3\right]\right) . \tag{4.6}
\end{equation*}
$$

- $\mathcal{D}_{h, L}^{\prime}$ is the set of all functions $u \in \mathcal{D}_{h, L}$ which are Lipschitz continuous inside the set

$$
\begin{equation*}
\left.\bigcup_{i \in \S}\left(\left[y_{i}-2 \delta_{2} / 3, y_{i}[\cup)\right] y_{i}, y_{i}+2 \delta_{2} / 3\right]\right) . \tag{4.7}
\end{equation*}
$$

Given an initial data $\bar{u} \in \mathcal{D}^{\delta_{2}}$, we now construct a $\delta$-approximate $\varepsilon$-solution $u$, defined for all $t \in\left[0, \infty\left[\right.\right.$, with $u(t) \in \mathcal{D}_{h, L}$ on every $I_{m, h}$ for some weighted Lipschitz constant $L=L(m, h)$.

By induction, assume that an approximate solution has been constructed on the interval $\left[0, \tau_{m, h-1}\right]$ for some $m, h$ as in (2.9), and assume that $u\left(\tau_{m, h-1}\right) \in$ $\mathcal{D}_{h, L}^{*} \cap \mathcal{D}_{h, L}^{\prime}$ for some $L>0$. We shall prolong this solution up to time $\tau_{m, h}$ in such a way that

$$
\begin{align*}
& u(t) \in \mathcal{D}_{h, L^{\prime}} \quad \forall t \in I_{m, h}  \tag{4.8}\\
& u\left(\tau_{m, h}\right) \in \mathcal{D}_{h+1, L^{\prime \prime}}^{*} \cap \mathcal{D}_{h+1, L^{\prime \prime}}^{\prime} \tag{4.9}
\end{align*}
$$

for some constants $L^{\prime}, L^{\prime \prime}$ [if $h=n$, then $\left.u\left(\tau_{m, h}\right) \in \mathcal{D}_{1, L^{\prime \prime}}^{*} \cap \mathcal{D}_{1, L^{\prime \prime}}^{\prime}\right]$. Iterating this argument, we thus obtain an approximate solution $u$, defined for all $t \geq 0$.

In the following, we refer to a piecewise Lipschitz solution of the quasilinear system (3.8), satisfying the $\varepsilon$-Rankine-Hugoniot equations (2.3)-(2.4) along the big jumps and (3.3), (3.9) along the small $h$-shocks. To retain the piecewise Lipschitz regularity, three types of restartings will be needed.
(a) At the terminal time $t=\tau_{m, h}$, we replace a function whose small shocks all belong to the $h$-family with a new function whose small shocks belong to the ( $h+1$ )family [to the 1-family if $h=n$ ].
(b) When a small $h$-shock penetrates the set (4.7) around one of the large shocks at $y_{i}, i \in \S$, the small shock is replaced by a smooth compressive wave. Since all waves travel with speed $<1$, to avoid the interaction between the two shocks (more
precisely, )to prevent small shocks from entering the set (4.2)), it suffices that we perform these restartings at times

$$
\begin{equation*}
\tau_{m, h-1}+\Delta^{\prime} t, \tau_{m, h-1}+2 \Delta^{\prime} t, \ldots, \tau_{m, h-1}+M \Delta^{\prime} t=\tau_{m, h} \tag{4.10}
\end{equation*}
$$

for a suitable time step $\Delta^{\prime} t<\delta_{2} / 12$. More precisely, calling $\llbracket s \rrbracket$ the integer part of $s$, we choose

$$
\begin{equation*}
M \doteq 1+\llbracket \frac{\delta_{1} / n}{\delta_{2} / 12} \rrbracket, \quad \quad \Delta^{\prime} t \doteq \frac{\tau_{m, h}-\tau_{m, h-1}}{M}=\frac{\delta_{1}}{n M} \tag{4.11}
\end{equation*}
$$

(c) When the (genuinely nonlinear) gradient component $u_{x}^{h}$ becomes too large and negative and a gradient catastrophe is about to occur, we replace steep compressive $h$-waves with several small $h$-shocks. In this way, after the restarting, the new function will satisfy $u_{x}^{h}(x) \exp \left[\beta W_{h}^{u}(x)\right] \geq-1$ outside the set (4.6).

The two properties:

- $u(t)$ is Lipschitz continuous on the set (4.1),
- $u(t)$ does not develop new shocks,
are satisfied on every time interval between two consecutive restartings, thanks to the intermediate strips of width $\delta_{2} / 3$ around the big shocks, and to the choice of $\Delta^{\prime} t$ in (4.11). After each restarting, we have the situation sketched in fig. 8.
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Hence in time $\Delta^{\prime} t$ no small shocks can enter the set (4.2) and no wave, with large negative gradient component $u_{x}^{h}$, can exit from the shock layers $\cup_{i \in \S}\left(\left[y_{i}-\delta_{2}, y_{i}+\delta_{2}\right]\right)$. The first lemma provides a lower bound on the time where a gradient catastrophe can occur.

Lemma 4.2 Assume $\bar{t} \in I_{m, h}, u(\bar{t}) \in \mathcal{D}_{h, L}^{*}$. Then there exists a positive time $\tau(L)$ such that $u(t) \in \mathcal{D}_{h, L}$ for every $t \in[\bar{t}, \bar{t}+\tau(L)] \cap I_{m, h}$.

Using a comparison argument, as $\tau(L)$ one can take the blow-up time of the solution to the O.D.E. (2.18), with coefficients $a, b, c$ depending only on $L$.

The next lemma states that, by a suitable restarting procedure, one can approximate any function $u \in \mathcal{D}_{h, L}$ with another function, having almost the same weighted Lipschitz constant, whose gradient satisfies (4.5). The idea is to insert several small $h$-shocks in regions where the gradient component $u_{x}^{h}$ is large and negative.

Lemma 4.3 For every $u \in \mathcal{D}_{h, L}$ and $\varepsilon_{0}>0$, there exists $\tilde{u} \in \mathcal{D}_{h, L+\varepsilon_{0}}^{*}$ such that $\|\tilde{u}-u\|_{\mathbf{L}^{1}}<\varepsilon_{0}$.

If initially $u\left(\tau_{m, h-1}\right) \in \mathcal{D}_{h, L}^{*} \cap \mathcal{D}_{h, L}^{\prime}$, we construct an approximate solution on the first subinterval $\left[\tau_{m, h-1}, \tau_{m, h-1}+\Delta^{\prime} t\right]$ as follows. We choose a time step $\Delta^{\prime \prime} t<\tau(L+1)$, say

$$
\begin{equation*}
\Delta^{\prime} t \doteq \frac{\Delta^{\prime} t}{N}, \quad N \doteq 1+\llbracket \frac{\Delta^{\prime} t}{\tau(L+1)} \rrbracket \tag{4.12}
\end{equation*}
$$

We then apply the restarting described in Lemma 4.3 at the times

$$
\begin{equation*}
\tau_{m, h-1}+\Delta^{\prime \prime} t, \tau_{m, h-1}+2 \Delta^{\prime \prime} t, \ldots, \tau_{m, h-1}+N \Delta^{\prime \prime} t=\tau_{m, h-1}+\Delta t \tag{4.13}
\end{equation*}
$$

choosing

$$
\begin{equation*}
\varepsilon_{0} \doteq \min \left\{\frac{1}{N}, \frac{\delta \cdot \Delta^{\prime \prime} t}{3}\right\} \tag{4.14}
\end{equation*}
$$

At the time $t=\tau_{m, h-1}+\Delta^{\prime} t$, an additional restarting procedure is used.
Lemma 4.4 For every $u \in \mathcal{D}_{h, L}, \varepsilon_{0}>0$ and every shock $y_{\alpha}$, there exists $\tilde{u} \in$ $\mathcal{D}_{h, L+\varepsilon_{0}}$ and $\delta_{3}>0$ such that $\tilde{u} \equiv u$ on $\mathbb{R} \backslash\left[y_{\alpha}-\varepsilon_{0}, y_{\alpha}+\varepsilon_{0}\right]$, while $\tilde{u}$ is constant on the intervals $\left[y_{\alpha}-\delta_{3}, y_{\alpha}[\right.$ and $\left.] y_{\alpha}, y_{\alpha}+\delta_{3}\right]$.

Lemma 4.5 For every $u \in \mathcal{D}_{h, L}$ and $\varepsilon_{0}>0$, there exist $L^{\prime}>0$ and $\tilde{u} \in \mathcal{D}_{h, L^{\prime}}^{*} \cap \mathcal{D}_{h, L^{\prime}}^{\prime}$ such that $\|u-\tilde{u}\|_{L^{1}} \leq \varepsilon_{0}$.

Applying Lemma 4.5 with $\varepsilon_{0}=\delta \cdot \Delta^{\prime} t / 3$, the condition (4.3) will hold for all $T \leq \tau_{m, h-1}+\Delta^{\prime} t$. The solution $u$ is then prolonged to the next subinterval

$$
\begin{equation*}
\left[\tau_{m, h-1}+\Delta^{\prime} t, \tau_{m, h-1}+2 \Delta^{\prime} t\right] \tag{4.15}
\end{equation*}
$$

applying the restarting described in Lemma 4.3 at time steps of some length $\Delta^{\prime \prime} t$ (depending on the new Lipschitz )constant $L^{\prime}$ ), then the restarting in Lemma 4.5 at the time $\tau_{m, h-1}+2 \Delta t$, etc... In a finite number of steps, we thus define the approximate solution $u$ on the whole interval $I_{m, h}=\left[\tau_{m, h-1}, \tau_{m, h}\right]$. At the terminal time $\tau_{m, h}$ a third type of restarting is needed.

Lemma 4.6 For every $u \in \mathcal{D}_{h, L}, \varepsilon_{0}>0$, there exist $L^{\prime}>0$ and $\tilde{u} \in \mathcal{D}_{h+1, L^{\prime}}^{*} \cap$ $\mathcal{D}_{h+1, L^{\prime}}^{\prime}$ such that $\|\tilde{u}-u\|_{L^{1}} \leq \varepsilon_{0}\left[\right.$ if $h=n$ then $\left.\tilde{u} \in \mathcal{D}_{1, L^{\prime}}^{*} \cap \mathcal{D}_{1, L^{\prime}}^{\prime}\right]$.

Applying Lemma 4.6 with $\varepsilon_{0}=\delta \cdot \delta_{1} / 3 n$, the condition (4.3) will hold for all $T \leq \tau_{m, h}$. By induction, this achieves the construction of a $\delta$-accurate approximate $\varepsilon$-solution $u$ for all times $t \in[0, \infty[$.

At this stage, we could consider a sequence of approximate solutions and obtain in the limit an $\varepsilon$-solution of the Cauchy problem (1.1)-(1.2), by a standard compactness argument. Our main goal, however, is to prove the continuous dependence of solutions on their initial data. For this purpose, in the remainder of this section we consider any two $\delta$-accurate approximate $\varepsilon$-solutions $u, u^{\prime}$ constructed as above (with the same choice of ) $\delta_{1}, \delta_{2}$ ), and give an estimate on the distance $\left\|u(t, \cdot)-u^{\prime}(t, \cdot)\right\|_{\mathbf{L}^{1}}$ for all $t \geq 0$.

The basic strategy is the following. We consider a Piecewise Regular Path $\gamma_{0}:[0,1] \rightarrow \mathcal{D}^{\delta_{2}}$ joining $u(0)$ with $u^{\prime}(0)$. For each $t>0$ we construct a path $\gamma_{t}:[0,1] \rightarrow \mathcal{D}^{\delta_{2}}$ joining $u(t)$ with $u^{\prime}(t)$, whose weighted length satisfies

$$
\begin{equation*}
\left\|\gamma_{t}\right\|_{\star} \leq\left\|\gamma_{0}\right\|_{\star}+C_{5} \delta t . \tag{4.16}
\end{equation*}
$$

Recalling (1.48), this will provide an estimate on the weighted distance $d_{\star}\left(u(t), u^{\prime}(t)\right)$ in terms of the initial distance $d_{\star}\left(u(0), u^{\prime}(0)\right)$. For $\theta \in[0,1]$, the maps $t \mapsto u^{\theta}(t)=$ $\gamma_{t}(\theta)$ are approximate $\varepsilon$-solutions of (1.1), obtained by successive restartings at times $t_{1}<t_{2}<\cdots$ (the same for all values ) of $\theta$ ). By the analysis in Section 3, outside the restarting times the weighted norms of tangent vectors do not increase. Hence the same is true of the weighted length of the path $\gamma_{t}$. In particular, on the interval $] t_{\ell-1}, t_{\ell}[$ between any two consecutive restarting times we have

$$
\begin{equation*}
\left\|\gamma_{t^{\prime}}\right\|_{\star} \leq\left\|\gamma_{t}\right\|_{\star} \quad t_{\ell-1}<t<t^{\prime}<t_{\ell} \tag{4.17}
\end{equation*}
$$

The following analysis will show that the restarting procedures described in Lemma s 4.3-4.6 can be performed simultaneously for all solutions $u^{\theta}$, in such a way that the length of the path $\gamma_{t}: \theta \mapsto u^{\theta}(t)$ changes very little across each restarting time. In this way, our paths $\gamma_{t}$ will satisfy (4.16) for every $t \geq 0$.

The construction of the paths $\gamma_{t}$ is achieved by induction on the intervals $I_{m, h}$, defined at (2.9). Fix an interval $I_{m, h}$. For notational convenience, call $t_{*} \doteq \tau_{m, h-1}$, $t^{*} \doteq \tau_{m, h}$. At the initial time $t_{*}$, let a piecewise regular path be given: $\gamma_{t_{*}}:[0,1] \rightarrow$ $\mathcal{D}_{h, L}^{*} \cap \mathcal{D}_{h, L}^{\prime}$, with $\gamma_{t_{*}}(0)=u\left(t_{*}\right), \gamma_{t_{*}}(1)=u^{\prime}\left(t_{*}\right)$, satisfying (4.16) for $t=t_{*}$. For every $t \in I_{m, h}$ we will construct a path $\gamma_{t}:[0,1] \rightarrow \mathcal{D}^{\delta_{2}}$ with the following properties:

$$
\begin{gather*}
\gamma_{t}(0)=u(t), \quad \gamma_{t}(1)=u^{\prime}(t),  \tag{4.18}\\
\gamma_{t}(\theta)=u^{\theta}(t) \in \mathcal{D}_{h, L^{\prime}} \quad \theta \in[0,1], \tag{4.19}
\end{gather*}
$$

for some Lipschitz constant $L^{\prime}$. Moreover, at the final time $t^{*}=\tau_{m, h}$ we will have

$$
\begin{equation*}
\gamma_{t^{*}}(\theta)=u^{\theta}\left(t^{*}\right) \in \mathcal{D}_{h+1, L^{\prime \prime}}^{*} \cap \mathcal{D}_{h+1, L^{\prime \prime}}^{\prime} \tag{4.20}
\end{equation*}
$$

for some constant $L^{\prime \prime}$, and the bound (4.16) will hold with $t=t^{*}$.
Let $\Delta^{\prime} t$ be as in (4.11) and let $\tau(L+1)$ be as in Lemma 4.2. By solving the quasilinear system (3.8) together with the boundary conditions (2.3)-(2.4) and (3.3), (3.9), for each $\theta \in[0,1]$ the corresponding piecewise Lipschitz solution $u^{\theta}$ can be constructed up to the time $t^{\prime}=\min \left\{t_{*}+\Delta^{\prime} t, t_{*}+\tau(L+1)\right\}$. By (3.75), the weighted length of the path $\gamma_{t}: \theta \mapsto u^{\theta}(t)$ does not increase in time. If $\tau(L+1)<\Delta^{\prime} t$ then we apply a first restarting procedure (Restarting 1 below), replacing the old path $\gamma_{t^{\prime}-}$ with a new path $\gamma_{t^{\prime}}:[0,1] \rightarrow \mathcal{D}_{h, L+\varepsilon_{0}}^{*}$ such that

$$
\begin{equation*}
\left\|\gamma_{t^{\prime}}\right\|_{\star} \leq\left\|\gamma_{t^{\prime}-}\right\|_{\star}+\varepsilon_{0} \tag{4.21}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\gamma_{t^{\prime}}(\theta)-\gamma_{t^{\prime}-}(\theta)\right\|_{L^{1}}<\varepsilon_{0} \quad \theta \in[0,1] \tag{4.22}
\end{equation*}
$$

We then join $\gamma_{t^{\prime}}(0)$ with $u\left(t^{\prime}\right)$ and $\gamma_{t^{\prime}}(1)$ with $u^{\prime}\left(t^{\prime}\right)$, by means of two curves whose length is bounded by $C \delta\left(t^{\prime}-t_{*}\right)$ for some constant $C>0$. As explained below, for a technical reason the restarting procedure will be applied not exactly at the time $\bar{t}+\tau(L+1)$, but at a suitable time $t^{\prime} \in[\bar{t}+\tau(L+1) / 2, \bar{t}+\tau(L+1)]$.
In addition, a similar restarting procedure is performed at each time $\tau_{\ell}$ where either $u$ or $u^{\prime}$ is discontinuous, as a function with values in $\mathbf{L}^{1}$ (i.e., at each time $\tau_{\ell}$ where a restarting occurred in the )original construction of $u$ or $\left.u^{\prime}\right)$. In this way, the paths $\gamma_{t}$ will be defined for all $t \in\left[t_{*}, t_{*}+\Delta^{\prime} t\right]$, and satisfy (4.16).

At the time $t^{\prime}=t_{*}+\Delta^{\prime} t$, a different restarting procedure (Restarting 2 below) must be used. This produces a new curve $\gamma_{t^{\prime}}:[0,1] \rightarrow \mathcal{D}_{h, L^{\prime}}^{*} \cap \mathcal{D}_{h, L^{\prime}}^{\prime}$, for some $L^{\prime}>0$, such that (4.21) and (4.22) hold with $\varepsilon_{0}>0$ suitably small. In addition, we construct two small curves joining $\gamma_{t^{\prime}}(0)$ with $u\left(t^{\prime}\right)$ and $\gamma_{t^{\prime}}(1)$ with $u^{\prime}\left(t^{\prime}\right)$.

The same construction is then repeated on the intervals $\left[t_{*}+\Delta t, t_{*}+2 \Delta t\right]$, etc... In a finite number of steps, we thus obtain a path of solutions defined on the whole interval $I_{m, h}$. At the terminal time $t^{*} \doteq \tau_{m, h}$ a third restarting procedure is used (Restarting 3 below). An appropriate choice of the values of $\varepsilon_{0}$ at the various restarting times will guarantee the validity of (4.16).

We now describe in detail the three restarting procedures.
Restarting 1. Assume that $\bar{t} \in I_{m, h}, \gamma_{\bar{t}}(\theta) \in \mathcal{D}_{h, \bar{L}}^{*}$ for some $\bar{L}>0$, and let the restarting procedure occur at some time $t^{\prime} \in[\bar{t}+\tau(L) / 2, \bar{t}+\tau(L)]$, for a given $L>\bar{L}>0$. Moreover, assume that $\gamma_{t}(\theta) \in \mathcal{D}_{h, L}$ and

$$
\begin{equation*}
u^{\theta}(t, x)=u^{\theta^{\prime}}(t, x) \quad x \notin\left[-M_{0}, M_{0}\right], \theta, \theta^{\prime} \in[0,1], \tag{4.23}
\end{equation*}
$$

for every $t \in[\bar{t}+\tau(L) / 2, \bar{t}+\tau(L)]$. As in Section 3, we denote by $y_{i}^{\theta}(t), i \in \S$, the locations of the big shocks in $u^{\theta}(t)$, and by $y_{\alpha}^{\theta}(t), \alpha \in \S^{\prime}$, the locations of the small $h$-shocks. Call $\sigma_{i}^{\theta}(t), \sigma_{\alpha}^{\theta}(t)$, the size of the shocks located at $y_{i}^{\theta}(t), y_{\alpha}^{\theta}(t)$, respectively.

Remark. Since $u^{\theta}(t) \in \mathcal{D}$ for all $\theta \in[0,1], t \geq 0$, all these functions have exactly one large $i$-shock, for each family $i \in \S$. On the other hand, the number of small shocks may vary with $\theta$, . For notational simplicity, we still write $\S^{\prime}$ in place of $\S^{\prime}(\theta, t)$, omitting the explicit dependence on $\theta, t$.

By induction, we assume that the path $\theta \mapsto \gamma_{\bar{t}}(\theta)$ is piecewise regular, i. e. there exist finitely many values $0=\theta_{0}<\theta_{1}<\cdots<\theta_{r}=1$ such that the restriction of $\gamma_{\bar{t}}$ to each subinterval $] \theta_{j-1}, \theta_{j}[$ is a regular path. In particular, the generalized gradient $\left(v^{\theta}(\bar{t}), \xi^{\theta}(\bar{t})\right) \doteq d u^{\theta}(\bar{t}) / d \theta$ is well defined and continuous for $\theta \notin \Theta \doteq$ $\left\{\theta_{0}, \theta_{1}, \ldots, \theta_{r}\right\}$.

Definition 4.7 We say that $t$ is an interaction time for the approximate solution $u^{\theta}$ if at time $t$ either two small $h$-shocks interact, or a small $h$-shock hits a shock layer or the set (4.6), so that $\left|y_{\alpha}^{\theta}(t)-y_{i}^{\theta}(t)\right|=\delta_{2}$ or $2 \delta_{2} / 3$, for some $\alpha \in \S^{\prime}, i \in \S$. We define the set

$$
\begin{equation*}
\tilde{\Theta} \doteq\left\{(t, \theta) ; \text { either } \theta \in \Theta \text { or } t \text { is an interaction time for } u^{\theta}\right\} \tag{4.24}
\end{equation*}
$$

Lemma 4.8 If $\left(t^{\dagger}, \theta^{\dagger}\right) \notin \tilde{\Theta}$, then the generalized tangent vector

$$
\begin{equation*}
\left(v^{\theta}(t), \xi^{\theta}(t)\right) \doteq \frac{d u^{\theta}(t)}{d \theta} \tag{4.25}
\end{equation*}
$$

is well defined and continuous for all $(t, \theta)$ in a neighborhood of $\left(t^{\dagger}, \theta^{\dagger}\right)$.
Define the set

$$
\begin{equation*}
J\left(\varepsilon_{0}\right) \doteq\left\{\theta \in[0,1] ; \theta \in \bigcup_{\ell=1}^{r}\right] \theta_{\ell}-\varepsilon_{0}, \theta_{\ell}+\varepsilon_{0}[ \} \tag{4.26}
\end{equation*}
$$

Let

$$
\begin{equation*}
\bigcup_{k}\left[a_{k}, b_{k}\right] \doteq[0,1] \backslash J\left(\varepsilon_{0}\right) \tag{4.27}
\end{equation*}
$$

By the continuity of the shock strengths, there exists $\bar{\sigma}\left(\varepsilon_{0}\right)>0$ such that, on every $\left[a_{k}, b_{k}\right]$, for $\alpha \in \S^{\prime}$ we have $\left|\sigma_{\alpha}^{\theta}(t)\right|>\bar{\sigma}\left(\varepsilon_{0}\right)$.

Remark. If $t$ is an interaction time for $u^{\theta}$, then it may happen that $\S^{\prime}(t, \theta)$ is not constant near $\theta$. Indeed the number of small shocks may vary along the curve. However, if two small shocks $y_{\alpha}, y_{\beta}$, interact generating a singe shock $y^{\prime}$, we can avoid changing the set $\S^{\prime}$ defining $y_{\alpha}=y_{\beta}=y^{\prime}$ after time $t$. With this notation the set $\S^{\prime}$ is constant and we obtain the following Lemma s.

Lemma 4.9 Let $\xi_{\alpha}^{\theta}(t), \xi_{i}^{\theta}(t)$, be the shifts of the shocks located at $y_{\alpha}^{\theta}(t), y_{i}^{\theta}(t)$, respectively. The maps $(t, \theta) \mapsto y_{\alpha}^{\theta}(t), y_{i}^{\theta}(t)$, are continuous for $t \in[0,1] \backslash J\left(\varepsilon_{0}\right)$. The maps $(t, \theta) \mapsto \sigma_{\alpha}^{\theta}(t), \xi_{\alpha}^{\theta}(t), \sigma_{i}^{\theta}(t), \xi_{i}^{\theta}(t)$ are continuous at every point $(t, \theta) \notin \tilde{\Theta}$.

Lemma 4.10 For almost every time $t$, the set

$$
\begin{equation*}
B(t) \doteq\{\theta ;(t, \theta) \in \tilde{\Theta}\} \tag{4.28}
\end{equation*}
$$

is finite.
Using Lemma 4.10, we choose a restarting time $t^{\prime} \in[\bar{t}+\tau(L) / 2, \bar{t}+\tau(L)]$ such that $B\left(t^{\prime}\right)$ is finite. For notational convenience, in the following we use $\gamma$ to indicate $\gamma\left(t^{\prime}-\right)$ and $\tilde{\gamma}$ to indicate the new path $\gamma\left(t^{\prime}+\right)$ which is produced by the restarting procedure. The next lemma states the continuity of the weight functions $W_{i}^{u}$ defined at (3.45).

Lemma 4.11 For every $i \in \S$ and $\alpha \in \S^{\prime}$, the maps $\theta \rightarrow W_{i}^{\gamma(\theta)}\left(y_{i}^{\theta}\right), \theta \rightarrow W_{h}^{\gamma(\theta)}\left(y_{\alpha}^{\theta}\right)$, are continuous on $[0,1] \backslash B\left(t^{\prime}\right)$.
For each $j \in\{1, \ldots, n\}$, the map $(\theta, x) \mapsto W_{j}^{\gamma(\theta)}(x)$ is continuous for $\theta \notin B\left(t^{\prime}\right)$ and $x \notin\left\{y_{i}^{\theta}, y_{i}^{\theta} \pm \delta_{2}, y_{\alpha}^{\theta} ; i \in \S, \alpha \in \S^{\prime}\right\}$. The map $\theta \mapsto W_{j}^{\gamma(\theta)}$ is continuous from $[0,1] \backslash B\left(t^{\prime}\right)$ into $\mathbf{L}_{l o c}^{1}$.

Lemma 4.12 Call $\left(v^{\theta}, \xi^{\theta}\right)$ the generalized tangent vector to the map $\theta \mapsto \gamma(\theta)$. Then $v^{\theta} \in \mathbf{L}^{\infty}$ for every $\theta \notin B\left(t^{\prime}\right)$.

Consider the set of parameter values

$$
\begin{equation*}
\mathcal{K}=\mathcal{K}\left(\varepsilon_{0}\right) \doteq\left\{1 \theta-\varepsilon_{0}, \theta+\varepsilon_{0}\left[; \theta \in B\left(t^{\prime}\right)\right\} \subset[0,1]\right. \tag{4.29}
\end{equation*}
$$

Choose $\delta_{3}<\varepsilon_{0} \delta_{2}$ in such a way that the sets $\left[y_{\alpha}^{\theta}-\delta_{3}, y_{\alpha}^{\theta}+\delta_{3}\right], \alpha \in \S, \theta \notin \mathcal{K}$, are disjoint and do not intersect any of the intervals $\left[y_{i}-\delta_{2} / 3, y_{i}+\delta_{2} / 3\right]$ around big shocks.

Lemma 4.13 For every $\varepsilon_{0}>0$, one can partition the interval $[0,1]$ inserting points $0=\theta_{0}<\ldots<\theta_{N}=1$ so that
(i) For every $\theta \in B\left(t^{\prime}\right)$, there exists an index $k$ such that $\theta-\varepsilon_{0}=\theta_{k}$, $\theta+\varepsilon_{0}=\theta_{k+1}$.
In addition, for every $k \in\{1, \ldots, N\}$ such that $\left[\theta_{k}, \theta_{k+1}\right] \cap B\left(t^{\prime}\right)=\emptyset$, the above partition will satisfy the conditions:
(ii) For each $i \in \S$ and $\alpha \in \S^{\prime}$ one has

$$
\begin{equation*}
\sup _{\theta \in\left[\theta_{k}, \theta_{k+1}\right]}\left|y_{i}^{\theta}-y_{i}^{\theta_{k}}\right|<\varepsilon_{0} \delta_{3}, \quad \sup _{\theta \in\left[\theta_{k}, \theta_{k+1}\right]}\left|y_{\alpha}^{\theta}-y_{\alpha}^{\theta_{k}}\right|<\varepsilon_{0} \delta_{3} \tag{4.30}
\end{equation*}
$$

(iii) For every $j=1, \ldots, n$, the $j$-th component of $u_{x}^{\theta}=(\gamma(\theta))_{x}$ satisfies

$$
\begin{equation*}
\left.\sup _{\theta \in\left[\theta_{k}, \theta_{k+1}\right]} \|(\gamma(\theta))_{x}^{j}-() \gamma\left(\theta_{k}\right)\right)_{x}^{j} \|_{L^{1}}<\varepsilon_{0} \tag{4.31}
\end{equation*}
$$

(iv) For every $x \notin J_{k} \doteq\left\{y_{i}^{\theta}, y_{\alpha}^{\theta} ; i \in \S, \alpha \in \S^{\prime}, \theta \in\left[\theta_{k}, \theta_{k+1}\right]\right\}$, one has

$$
\begin{equation*}
\left.\left.\sup _{\theta \in\left[\theta_{k}, \theta_{k+1}\right]} \mid \gamma(\theta) x\right)-\gamma\left(\theta_{k}\right) x\right) \mid<\varepsilon_{0} \delta_{3} . \tag{4.32}
\end{equation*}
$$

(v) For every $j=1, \ldots, n$, and every $x \notin J_{k}^{*} \doteq\left\{y_{i}^{\theta}, y_{i}^{\theta} \pm \delta_{2}, y_{\alpha}^{\theta} ; i \in \S, \alpha \in\right.$ $\left.\S^{\prime}, \theta \in\left[\theta_{k}, \theta_{k+1}\right]\right\}$, one has

$$
\begin{equation*}
\sup _{\theta \in\left[\theta_{k}, \theta_{k+1}\right]}\left|W_{j}^{\gamma(\theta)}(x)-W_{j}^{\gamma\left(\theta_{k}\right)}(x)\right|<\varepsilon_{0} \tag{4.33}
\end{equation*}
$$

Moreover, for every $i \in \S$ and $\alpha \in \S^{\prime}$ one has

$$
\begin{equation*}
\sup _{\theta \in\left[\theta_{k}, \theta_{k+1}\right]}\left|W_{j}^{\gamma(\theta)}\left(y_{i}^{\theta}\right)-W_{j}^{\gamma\left(\theta_{k}\right)}\left(y_{i}^{\theta_{k}}\right)\right|<\varepsilon_{0}, \quad \sup _{\theta \in\left[\theta_{k}, \theta_{k+1}\right]}\left|W_{j}^{\gamma(\theta)}\left(y_{\alpha}^{\theta}\right)-W_{j}^{\gamma\left(\theta_{k}\right)}\left(y_{\alpha}^{\theta_{k}}\right)\right|<\varepsilon_{0} . \tag{4.34}
\end{equation*}
$$

(vi) Defining $J_{k}$ as in (iv), the continuous part $v^{\theta}$ of the generalized tangent vector satisfies

$$
\begin{equation*}
\int_{\theta_{k}}^{\theta_{k+1}} \int_{\mathbb{R} \backslash J_{k}}\left|v^{\theta}(x)-\frac{\left.\left.\gamma\left(\theta_{k+1}\right) x\right)-\gamma\left(\theta_{k}\right) x\right)}{\theta_{k+1}-\theta_{k}}\right| d x d \theta<\varepsilon_{0}\left(\theta_{k+1}-\theta_{k}\right) \tag{4.35}
\end{equation*}
$$

(vii) Define $c_{k}^{\theta} \doteq\left(\theta_{k+1}-\theta\right) /\left(\theta_{k+1}-\theta_{k}\right)$, and let

$$
\begin{gather*}
\tilde{\sigma}_{\alpha}^{\theta} \doteq c_{k}^{\theta} \sigma_{\alpha}^{\theta_{k}}+\left(1-c_{k}^{\theta}\right) \sigma_{\alpha}^{\theta_{k+1}}, \quad \tilde{\sigma_{i}^{\theta}} \doteq c_{k}^{\theta} \sigma_{i}^{\theta_{k}}+\left(1-c_{k}^{\theta}\right) \sigma_{i}^{\theta_{k+1}}  \tag{4.36}\\
\tilde{\xi}_{\alpha}^{\theta} \doteq \frac{y_{\alpha}^{\theta_{k+1}}-y_{\alpha}^{\theta_{k}}}{\theta_{k+1}-\theta_{k}}, \quad \tilde{\xi_{i}^{\theta}} \doteq \frac{y_{i}^{\theta_{k+1}}-y_{i}^{\theta_{k}}}{\theta_{k+1}-\theta_{k}} \tag{4.37}
\end{gather*}
$$

Then for each $i \in \S, \alpha \in \S^{\prime}$ one has

$$
\begin{equation*}
\left|\tilde{\sigma_{i}^{\theta}}-\sigma_{i}^{\theta}\right|<\varepsilon_{0}, \quad\left|\tilde{\sigma_{\alpha}^{\theta}}-\sigma_{\alpha}^{\theta}\right|<\varepsilon_{0} \tag{4.38}
\end{equation*}
$$

$$
\begin{align*}
\left|\int_{\theta_{k}}^{\theta_{k+1}} \xi_{\alpha}^{\theta} \sigma_{\alpha}^{\theta} W_{h}^{\gamma(\theta)}\left(y_{\alpha}^{\theta}\right) d \theta-\int_{\theta_{k}}^{\theta_{k+1}} \tilde{\xi}_{\alpha}^{\theta} \tilde{\sigma}_{\alpha}^{\theta} W_{h}^{\gamma\left(\theta_{k}\right)}\left(y_{\alpha}^{\theta_{k}}\right) d \theta\right|<\varepsilon_{0}\left(\theta_{k+1}-\theta_{k}\right), \\
\left|\int_{\theta_{k}}^{\theta_{k+1}} \xi_{i}^{\theta} \sigma_{i}^{\theta} W_{i}^{\gamma(\theta)}\left(y_{i}^{\theta}\right) d \theta-\int_{\theta_{k}}^{\theta_{k+1}} \tilde{\xi_{i}^{\theta}} \tilde{\sigma}_{i}^{\theta} W_{i}^{\gamma\left(\theta_{k}\right)}\left(y_{i}^{\theta_{k}}\right) d \theta\right|<\varepsilon_{0}\left(\theta_{k+1}-\theta_{k}\right) . \tag{4.39}
\end{align*}
$$



Fig. 9
From now on, we consider a fixed partition $0=\theta_{0}<\theta_{1}<\cdots<\theta_{N}=1$ of [0, 1], such that the conclusions of Lemma 4.13 hold (fig. 9). Moreover, we define the set of indices

$$
\begin{equation*}
K \doteq\left\{k ;\left[\theta_{k}, \theta_{k+1}\right] \cap B\left(t^{\prime}\right) \neq \emptyset\right\} . \tag{4.40}
\end{equation*}
$$

The path $\tilde{\gamma}$ will be constructed separately on each interval $\left[\theta_{k}, \theta_{k+1}\right]$. The first step is to apply the restarting procedure described in Lemma 4.3 to each function $u^{\theta_{k}}$, with a suitable choice of $\delta_{4}>0$. On the "good" intervals $\left[\theta_{k}, \theta_{k+1}\right]$ with $k \notin K$, where the tangent vector $\theta \mapsto\left(v^{\theta}, \xi^{\theta}\right)$ is continuous, the path $\tilde{\gamma}$ is defined by suitably interpolating between $\tilde{\gamma}\left(\theta_{k}\right)$ and $\tilde{\gamma}\left(\theta_{k+1}\right)$. A different procedure is used on the "bad" intervals, which intersect $B\left(t^{\prime}\right)$. Given $\delta_{4}>0$, let $P_{\delta_{4}}$ be the restarting operator, which associates to every $u \in \mathcal{D}_{h, L}$ a new function $\tilde{u} \in \mathcal{D}_{h, L+\varepsilon_{0}}^{*}$, according to the construction in the proof of Lemma 4.3. If $\delta_{4}$ is sufficiently small, then the operator $P_{\delta_{4}}$ has a number of nice properties, listed in the following Lemma.

Lemma 4.14 For every $\varepsilon_{0}>0$ there exists $\bar{\delta}_{4}$ such that, for every $\left.\left.\delta_{4} \in\right] 0, \bar{\delta}_{4}\right]$, the following holds.

$$
\begin{align*}
& \sup _{\theta}\mid \boldsymbol{\top}(\gamma(\theta))(x)-\gamma(\theta) x) \mid<\varepsilon_{0} \cdot \min _{k}\left(\theta_{k+1}-\theta_{k}\right) \quad x \in \mathbb{R},  \tag{4.41}\\
& \sup _{\theta}\left\|(\boldsymbol{\Phi}(\gamma(\theta)))_{x}^{j}-(\gamma(\theta))_{x}^{j}\right\|_{\mathbf{L}^{1}}<\varepsilon_{0} \quad j \neq h,  \tag{4.42}\\
&\left(V+C_{1} Q\right)(\boldsymbol{\Pi}(\gamma(\theta)))<\left(V+C_{1} Q\right)(\gamma(\theta))+\varepsilon_{0} . \tag{4.43}
\end{align*}
$$

We apply $P_{\delta_{4}}$, with some $\delta_{4}<\overline{\delta_{4}}$, to every $\gamma\left(\theta_{k}\right)$.
In the next step, we define $\tilde{\gamma}$ on $\left[\theta_{k}, \theta_{k+1}\right], k \notin K$, via suitable interpolations. Since the Rankine-Hugoniot equations are nonlinear, if $u^{-}, u^{+}$are joined by an $h$-shock, and $v^{-}, v^{+}$are also joined by an $h$-shock, it is not true in general that the convex combinations $\lambda u^{-}+(1-\lambda) v^{-}, \lambda u^{+}+(1-\lambda) v^{+}$are joined by an $h$ shock. For this reason, the interpolation between the values $\tilde{\gamma}\left(\theta_{k}\right)$ and $\tilde{\gamma}\left(\theta_{k+1}\right)$ must be performed using an alternative coordinate system, where the integral curves of the right eigenvectors $r_{h}$ coincide with coordinate lines. Moreover, a special construction is needed in a neighborhood of the big shocks $y_{i}, i \in \S$, and of the small shocks $y_{\alpha}, \alpha \in \S^{\prime}$. Care must be taken in order to control the weighted length of the new path, and to ensure that the new functions $\tilde{\gamma}(\theta)$ remain within the domain $\mathcal{D}^{\delta_{2}}$. Indeed every function $\tilde{\gamma}(\theta)$ must contain a unique large $i$-shock for every $i \in \S$.
To define a suitable interpolation procedure, consider the set

$$
\begin{equation*}
\left.\left.\mathcal{A} \doteq \bigcup_{k \notin K}\left[\theta_{k}, \theta_{k+1}\right] \times\left(\left[-M_{0}, M_{0}\right] \backslash\right)\left(\bigcup_{i \in \S}\left[y_{k, i}^{-}, y_{k, i}^{+}\right] \cup\right) \bigcup_{\alpha \in \S^{\prime}}\left[y_{k, \alpha}^{-}, y_{k, \alpha}^{+}\right]\right)\right) \tag{4.44}
\end{equation*}
$$

where

$$
\begin{align*}
y_{k, i}^{-} \doteq \min \left\{y_{i}^{\theta_{k}}, y_{i}^{\theta_{k+1}}\right\}-\delta_{3}, & y_{k, i}^{+} \doteq \max \left\{y_{i}^{\theta_{k}}, y_{i}^{\theta_{k+1}}\right\}+\delta_{3} \\
y_{k, \alpha}^{-} \doteq \min \left\{y_{\alpha}^{\theta_{k}}, y_{\alpha}^{\theta_{k+1}}\right\}-\delta_{3}, & y_{k, \alpha}^{+} \doteq \max \left\{y_{\alpha}^{\theta_{k}}, y_{\alpha}^{\theta_{k+1}}\right\}+\delta_{3} \tag{4.45}
\end{align*}
$$

Notice that, since $\delta_{3} \leq \varepsilon_{0} \delta_{2}$, for $\varepsilon_{0}$ sufficiently small the sets $\left[y_{k, i}^{-}, y_{k, i}^{+}\right]$are contained inside the set (4.2).
We consider a smooth change of coordinates $\Phi$ on $\Omega$ such that $D \Phi(u)\left(r_{h}(u)\right) \equiv \mathbf{e}_{1}$ for every $u \in \Omega$, where $\mathbf{e}_{1}=(1,0, \ldots, 0)$ is the first unit vector in the canonical basis of $\mathbb{R}^{n}$. On $\mathcal{A}$ we define

$$
\begin{equation*}
\tilde{\gamma}(\theta) x) \doteq \Phi^{-1}\left[c_{k}^{\theta} \Phi\left(\mathbb{\top}\left(\gamma\left(\theta_{k}\right)\right)(x)\right)+\left(1-c_{k}^{\theta}\right) \Phi\left(\mathbb{\top}\left(\gamma\left(\theta_{k+1}\right)\right)(x)\right)\right] \quad \theta \in\left[\theta_{k}, \theta_{k+1}\right] \tag{4.46}
\end{equation*}
$$

where the coefficients $c_{k}^{\theta}$ were defined in (vii) of Lemma 4.13.
Remark . Interpolating as in (4.46), since $y_{i}^{\theta_{k}} \neq y_{i}^{\theta_{k+1}}$ it may happen that, for some $\theta \in\left[\theta_{k}, \theta_{k+1}\right], \tilde{\gamma}(\theta)$ contains a new $h$-shock inside the set (4.6). However, by (ii) in Lemma 4.13, the distance of this shock from $y_{i}$ is $\geq 2 \delta_{2} / 3-\varepsilon_{0} \delta_{3}$. Hence, the definition of $\Delta^{\prime \prime} t$ in (4.11) still ensures that no $h$-shock can enter the set (4.2)

It remains to define $\tilde{\gamma}$ on the small sets $\left[y_{k, i}^{-}, y_{k, i}^{+}\right], i \in \S$, and $\left[y_{k, \alpha}^{-}, y_{k, \alpha}^{+}\right], \alpha \in \S^{\prime}$. Fix an interval $\left[\theta_{k}, \theta_{k+1}\right]$ and $i \in \S$. Recalling that $c_{k}^{\theta} \doteq\left(\theta_{k+1}-\theta\right) /\left(\theta_{k+1}-\theta_{k}\right)$, consider the sets (fig. 10)

$$
\begin{equation*}
\mathcal{B}=\mathcal{B}(k, i) \doteq\left[\theta_{k}, \theta_{k+1}\right] \times\left[y_{k, i}^{-}, y_{k, i}^{+}\right] \tag{4.47}
\end{equation*}
$$

$\mathcal{B}^{-}=\mathcal{B}^{-}(k, i) \doteq\left\{(\theta, x) \in \mathcal{B} ; x=y_{k, i}^{-}\right\} \quad \mathcal{B}^{+}=\mathcal{B}^{+}(k, i) \doteq\left\{(\theta, x) \in \mathcal{B} ; x=y_{k, i}^{+}\right\}$.
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We will define $\tilde{\gamma}$ on $\mathcal{B}$ in such a way that, for every $\theta$, the function $\tilde{\gamma}(\theta)$ has a unique shock on the set $\left[y_{k, i}^{-}, y_{k, i}^{+}\right]$, located at $y_{k, i}^{*}$. Since the values of $\tilde{\gamma}$ have already been defined by (4.46) on $\mathcal{B}^{-} \cup \mathcal{B}^{+}$, our goal can be achieved by assigning the right and left limits on $\mathcal{B}^{*}$ and then interpolating linearly w.r.t. the $x$-variable. For $(\theta, x) \in \mathcal{B}^{*}$ we thus define
(4.50)
$\left.\left.\left.\tilde{\gamma}(\theta, x-) \doteq c_{k}^{\theta} \tilde{\gamma}\left(\theta_{k}\right) y_{i}^{\theta_{k}}-\right)+\left(1-c_{k}^{\theta}\right) \tilde{\gamma}\left(\theta_{k+1}\right) y_{i}^{\theta_{k+1}}-\right), \quad \tilde{\gamma}(\theta, x+) \doteq \Psi_{i}^{\varepsilon}\left(\tilde{\sigma}_{i}^{\theta}\right)(\tilde{\gamma}(\theta) x-)\right)$,
where $\Psi_{i}^{\varepsilon}$ was defined at (2.2) and $\tilde{\sigma}_{i}^{\theta}$ in (vii) of Lemma 4.13. This definition clearly guarantees that $\tilde{\gamma}(\theta)$ has an $i$-shock located at the point $y_{k, i}^{*}$. Next, we linearly interpolate between the values $\left.\tilde{\gamma}(\theta) y_{k, i}^{-}\right), \tilde{\gamma}(\theta) x-$ ) over the interval where $x \in\left[y_{i, k}^{-}, y_{k, i}^{*}[\right.$, and between the values $\left.\tilde{\gamma}(\theta) x+), \tilde{\gamma}(\theta) y_{k, i}^{+}\right)$over the interval where $\left.x \in] y_{k, i}^{*}, y_{i, k}^{+}\right]$.

Remark . Notice that we slightly modified $\tilde{\gamma}\left(\theta_{k}\right)$. However, to ensure that $\tilde{\gamma}$ is well defined, it is enough to change the data $\tilde{\gamma}\left(\theta_{k}\right)$, by linear interpolation, on the sets $\left[y_{k, i}^{-}, y_{k, i}^{+}\right]$before starting the interpolating procedure.

The definition of $\tilde{\gamma}$ in a neighborhood of a small shock $y_{\alpha}^{\theta}, \alpha \in \S^{\prime}$ is entirely similar.
Thanks to the above construction, the functions $\tilde{\gamma}(\theta)$ have a number of useful properties.

Lemma 4.15 On the set $\mathcal{A}$ there holds

$$
\begin{equation*}
\mid \tilde{\gamma}(\theta) x)-\gamma(\theta) x) \mid<C\left(\varepsilon_{0}+\delta_{4}\right) \tag{4.51}
\end{equation*}
$$

Lemma 4.16 For every $j \neq h$, on the set $\mathcal{A}$ one has

$$
\begin{equation*}
\left\|(\tilde{\gamma}(\theta))_{x}^{j}-(\gamma(\theta))_{x}^{j}\right\|_{\mathbf{L}^{1}}<C\left(\varepsilon_{0}+\delta_{4}\right) \tag{4.52}
\end{equation*}
$$

Lemma 4.17 For every $k \notin K$, every $\theta \in\left[\theta_{k}, \theta_{k+1}\right], j=1, \ldots, n$, and every $x \in \mathcal{A}$ except at most a set of measure $<C \varepsilon_{0} \delta_{3}$, one has

$$
\begin{equation*}
\left|W_{j}^{\gamma(\theta)}(x)-W_{j}^{\tilde{\gamma}(\theta)}(x)\right| \leq C\left(\varepsilon_{0}+\delta_{4}\right), \quad i=1, \ldots, n \tag{4.53}
\end{equation*}
$$

Lemma 4.18 For some constant $C=C(L)$ one has

$$
\begin{equation*}
\sum_{j=1}^{n}\left|\int_{\mathcal{A}}\right| v_{j}(x)\left|W_{j}^{\gamma(\theta)}(x) d x d \theta-\int_{\mathcal{A}}\right| \tilde{v}_{j}(x)\left|W_{j}^{\tilde{\gamma}(\theta)}(x) d x d \theta\right|<C\left(\varepsilon_{0}+\delta_{4}\right) \tag{4.54}
\end{equation*}
$$

Lemma 4.19 For some constant $C=C\left(L,\|v\|_{\mathbf{L}^{\infty}}\right)$ there holds

$$
\begin{equation*}
\max _{j=1, \ldots, n} \sup _{(\theta, x) \in \mathcal{A}}\left|(\tilde{\gamma}(\theta))_{x}^{j}(x) \exp \left[\beta W_{j}^{\tilde{\gamma}(\theta)}(x)\right]\right|<\bar{L}+C\left(\varepsilon_{0}+\delta_{3}+\delta_{4}\right) \tag{4.55}
\end{equation*}
$$

We now complete the construction of $\tilde{\gamma}$ on the "bad" set $\mathcal{K}$, using the following lemma.

Lemma 4.20 For every $k$ such that $] \theta_{k}, \theta_{k+1}[\subset \mathcal{K}$ there exists a piecewise regular curve $\gamma_{k}$, joining $\tilde{\gamma}\left(\theta_{k}\right)$ with $\tilde{\gamma}\left(\theta_{k+1}\right)$, such that $\left\|\gamma_{k}\right\|_{\star}<C \varepsilon_{0},\left\|\gamma_{k}(\theta)-\gamma\left(\theta_{k}\right)\right\|_{\mathbf{L}^{1}}<$ $C \varepsilon_{0}$ and $\gamma_{k}(\theta) \in \mathcal{D}_{h, L+\varepsilon_{0}}^{*}$ for every $\theta \in\left[\theta_{k}, \theta_{k+1}\right]$.

Claim 1 The estimates (4.21) and (4.22) hold for $\delta_{3}, \delta_{4}$ and $\varepsilon_{0}$ sufficiently small. Moreover the new path $\tilde{\gamma}$ is piecewise regular.

Claim 2 If $\varepsilon_{0}$ and $\delta_{4}$ are small enough then, for every $\theta \in[0,1]$, one has

$$
\begin{align*}
& \mathrm{w}-\operatorname{Lip}(\tilde{\gamma}(\theta))<\bar{L}+\frac{1}{N}  \tag{4.56}\\
& \left(V+C_{1} Q\right)(\tilde{\gamma}(\theta))<\delta_{0} \tag{4.57}
\end{align*}
$$

where $N$ is defined in (4.12). Moreover, $\tilde{\gamma}(\theta) \in \mathcal{D}_{h, L+1 / N}^{*}$.
Claims 1 and 2 will be proved at the end of this section.
Now we have to construct the small curves $\gamma_{1}$ and $\gamma_{2}$ connecting $\tilde{\gamma}(0)$ with $u\left(t^{\prime}\right)$ and $\tilde{\gamma}(1)$ with $u^{\prime}\left(t^{\prime}\right)$. Let us describe the construction of $\gamma_{1}$, since the construction of $\gamma_{2}$ is entirely similar. If $t^{\prime}$ is not a restarting time for $u$, then $\tilde{\gamma}(0)$ is obtained from $u\left(t^{\prime}\right)$ applying the operator $P_{\delta_{4}}$ and the small modifications described above. In particular $u\left(t^{\prime}\right)$ and $\tilde{\gamma}(0)$ contain the same large shocks at the same locations $y_{i}$. We let $\gamma_{1}$ be the path

$$
\begin{equation*}
\theta \mapsto \Phi^{-1}\left(\theta \Phi\left(u\left(t^{\prime}\right)\right)+(1-\theta) \Phi(\tilde{\gamma}(0))\right), \quad \theta \in[0,1] \tag{4.58}
\end{equation*}
$$

Since no shock is shifted we easily obtain

$$
\begin{equation*}
\left\|\gamma_{1}\right\|_{\star}<C\left\|u\left(t^{\prime}\right)-\tilde{\gamma}(0)\right\|_{L^{1}} \tag{4.59}
\end{equation*}
$$

for some constant $C$. If $t^{\prime}$ is a restarting time for $u$, we use a similar construction joining $\tilde{\gamma}(0)$ with $u\left(t^{\prime}+\right)$. In this way we obtain

$$
\begin{equation*}
\left\|\gamma_{1}\right\|_{\star}<C\left(\left\|u\left(t^{\prime}+\right)-u\left(t^{\prime}-\right)\right\|_{L^{1}}+\left\|u\left(t^{\prime}-\right)-\tilde{\gamma}(0)\right\|_{L^{1}}\right) \leq 2 C \delta\left(t^{\prime}-t^{*}\right) \tag{4.60}
\end{equation*}
$$

The other relevant properties for $\gamma_{1}$ can be proved as for $\tilde{\gamma}$. Finally, we reparametrize the path obtained by concatenating $\gamma_{1}, \tilde{\gamma}$ and $\gamma_{2}$, and obtain a path defined on $[0,1]$. Remark. Notice that, if $t^{\prime}$ is not a restarting time for $u$ (respectively $u^{\prime}$ ), then
$\gamma_{1}(\theta) \notin \mathcal{D}_{h, L+1 / N}^{*}\left(\right.$ respectively $\left.\gamma_{2}(\theta) \notin \mathcal{D}_{h, L+1 / N}^{*}\right)$ for some $\theta$. Indeed, $u\left(t^{\prime}\right)$ does not necessarily satisfy the condition

$$
\begin{equation*}
u_{x}^{h}\left(t^{\prime}, x\right) \exp \left[\beta W_{h}^{u\left(t^{\prime}\right)}(x)\right] \geq-1 \tag{4.61}
\end{equation*}
$$

However, since $u$ is an approximate solution, it does not develop new shocks up to a certain time $\tilde{t}>t^{\prime}$ at which a restarting happens. Let $M \doteq \inf u_{x}^{h}\left(t^{\prime}, x\right) \exp \left[\beta W_{h}^{u\left(t^{\prime}\right)}(x)\right]$, where the inf is taken outside the set (4.6). Since $\tilde{\gamma}(0)$ satisfies the condition (4.5), then for every $\theta$ it follows

$$
\begin{equation*}
\left(\gamma_{1}(\theta)\right)_{x}^{h}(x) \exp \left[\beta W_{h}^{\gamma_{1}(\theta)}(x)\right] \geq M-C \varepsilon_{0} . \tag{4.62}
\end{equation*}
$$

From the proof of Lemma 4.2, we have that, for $\varepsilon_{0}$ small enough, the approximate solution corresponding to $\gamma_{1}(\theta)$ is well defined up to time $\tilde{t}$, hence up to the next restarting time. This completes the first restarting procedure.

Restarting 2. We follow the same procedure of Restarting 1 with the following differences. We choose $t^{\prime}$ such that $B\left(t^{\prime}\right)$ is finite and fix $\delta_{3}<\varepsilon_{0} \delta_{2}$. Again, the set $[0,1]$ is partitioned inserting points $\theta_{k}$ in such a way that the conclusions of Lemma 4.13 hold. Now, the operator $\mathbb{I}$ is not applied. While, for every $k$, we modify $\gamma\left(\theta_{k}\right)$ via the construction of Lemma 4.5 with parameter $\delta_{3} / 2$. On the set $\mathcal{A}, \tilde{\gamma}$ is defined linearly interpolating on the set $\left[\theta_{k}, \theta_{k+1}\right], k \notin K$. On the sets $\mathcal{B}(k, i)$ the same procedure is used.
Fix now $k \notin K$ and $\alpha \in \S^{\prime}$ such that $y_{\alpha}^{\theta_{k}}$ lies inside the set (4.6). In the construction of $\tilde{\gamma}$, the shock is replaced by a smooth compressive wave on the set $\left[y_{\alpha}^{\theta_{k}}-\delta_{3} / 2, y_{\alpha}^{\theta_{k}}+\right.$ $\left.\delta_{3} / 2\right]$. Recall the definition of $c_{k}^{\theta}$. For $\theta \in\left[\theta_{k}, \theta_{k+1}\right]$ and $x \in\left[-\delta_{3} / 2, \delta_{3} / 2\right]$, we define: (4.63)
$\left.\left.\tilde{\gamma}(\theta)\left(c_{k}^{\theta}\left(y_{\alpha}^{\theta_{k}}+x\right)+\left(1-c_{k}^{\theta}\right)\left(y_{\alpha}^{\theta_{k+1}}+x\right)\right) \doteq c_{k}^{\theta} \tilde{\gamma}\left(\theta_{k}\right) y_{\alpha}^{\theta_{k}}+x\right)+\left(1-c_{k}^{\theta}\right) \tilde{\gamma}\left(\theta_{k+1}\right) y_{\alpha}^{\theta_{k+1}}+x\right)$.
In this way, $\tilde{\gamma}(\theta)$ has a compressive wave on the set

$$
\begin{equation*}
\left[c_{k}^{\theta} y_{\alpha}^{\theta_{k}}+\left(1-c_{k}^{\theta}\right) y_{\alpha}^{\theta_{k+1}}-\delta_{3} / 2, c_{k}^{\theta} y_{\alpha}^{\theta_{k}}+\left(1-c_{k}^{\theta}\right) y_{\alpha}^{\theta_{k+1}}+\delta_{3} / 2\right] \tag{4.64}
\end{equation*}
$$

that is obtained interpolating the compressive waves of $\tilde{\gamma}\left(\theta_{k}\right)$ and $\tilde{\gamma}\left(\theta_{k+1}\right)$. We complete the construction on the set $\mathcal{B}(k, \alpha)$ (defined )similarly to $\mathcal{B}(k, i))$ via linear interpolation w.r.t. the $x$ variable.
The conclusions of Lemma 4.20 are still valid and the proof is similar. Claim 1 and (4.57) can be proved in the same way thanks to the accurate construction on the sets $\mathcal{B}(k, \alpha)$.

The construction of the curves $\gamma_{1}, \gamma_{2}$, can be done via linear interpolation. Indeed, since $\Delta^{\prime} t$ of (4.11) depends only on $\delta_{1}, \delta_{2}$ (and not on $L$ ), $t^{\prime}$ is a restarting time also for $u$ and $u^{\prime}$.
We produced a curve with values in $\mathcal{D}_{h, L^{\prime}}^{\prime}$. Now, applying Restarting 1 again, we are done.

Restarting 3. We first construct a new curve with values in $\mathcal{D}_{h+1, L^{\prime}}\left[\mathcal{D}_{1, L^{\prime}}\right.$ if $h=n]$ for some $L^{\prime}$. Then we apply again Restarting 1 in order to obtain a curve with values in $\mathcal{D}_{h+1, L^{\prime}+\varepsilon_{0}}^{*}\left[\mathcal{D}_{1, L^{\prime}+\varepsilon_{0}}^{*}\right.$ if $\left.h=n\right]$.
For the first step, we follow the same procedure of Restarting 2 with the following differences. We apply the construction of Lemma 4.5 to every shock $y_{\alpha}^{\theta_{k}}$. Again, the operator 【 is not applied, so that the only discontinuities of each $\tilde{\gamma}\left(\theta_{k}\right)$ are the big shocks. In particular $\tilde{\gamma}\left(\theta_{k}\right) \in \mathcal{D}_{h+1, L^{\prime}}$ for some $L^{\prime}>0$.

This completes the analysis of the restarting procedures. The remainder of the section contains proofs of the various lemmas stated above.

Proof of Lemma 4.2. Let us define the functions

$$
\begin{equation*}
w^{i}(t, x) \doteq u_{x}^{i}(t, x) \exp \left[\beta W_{i}^{u(t)}(x)\right], \quad t \geq 0, x \in \mathbb{R}, i=1, \ldots, n \tag{4.65}
\end{equation*}
$$

where the weights $W_{i}^{u}$ are defined in (3.45), (3.46).
By assumption we have that $\max _{i} \sup _{x}\left|w^{i}(\bar{t}, x)\right|<L$. We will achieve the proof by contradiction.
Assume that there exist $i \in\{1, \ldots, n\}$ and a point $\left(t_{1}, y\right), t_{1}>\bar{t}$, such that

$$
\begin{equation*}
\left|w^{i}\left(t_{1}, y\right)\right|=L, \quad\left|w^{j}(t, x)\right|<L \forall t \in\left[\bar{t}, t_{1}[, \quad \forall x \in \mathbb{R}, \forall j=1, \ldots, n\right. \tag{4.66}
\end{equation*}
$$

Let us consider first the case in which $u\left(t_{1}\right)$ is continuous at $y$. Let $x=x_{i}(t)$ be the $i$-characteristic curve passing through $\left(t_{1}, y\right)$. Let $\left.\tau^{\prime} \in\right] \bar{t}, t_{1}[$, suitably close to $t_{1}$, such that

$$
\begin{equation*}
\left|w^{i}\left(t, x_{i}(t)\right)\right| \geq \frac{1}{2}\left|w^{i}\left(t_{1}, y\right)\right|, \quad \forall t \in\left[\tau^{\prime}, t_{1}\right] \tag{4.67}
\end{equation*}
$$

and $x_{i}(t)$ does not intersect any shock for $t \in\left[\tau^{\prime}, t_{1}\right]$. Differentiating the map $t \mapsto w^{i}\left(t, x_{i}(t)\right)$ one obtains

$$
\begin{align*}
\frac{d}{d t} w^{i}\left(t, x_{i}(t)\right) & =\left[\frac{d}{d t} u_{x}^{i}+\beta u_{x}^{i} \frac{d}{d t} W_{i}^{u}\right] \exp \left(\beta W_{i}^{u}\right)=  \tag{4.68}\\
& \left.=\left[\left(\sum_{j<k} G_{i j k} u_{x}^{j} u_{x}^{k}-\right) \sum_{j}\left(\nabla \lambda_{i} \cdot r_{j}\right) u_{x}^{i} u_{x}^{j}\right)+\beta u_{x}^{i} \frac{d}{d t} W_{i}^{u}\right] \exp \left(\beta W_{i}^{u}\right)
\end{align*}
$$

Let $\kappa>0$ be the infimum of the quantities $\left|\lambda_{j}^{(h)}(u)-\lambda_{k}^{(h)}(u)\right|$ for $j \neq k$ and $u \in \Omega$. From (3.38) and (3.48), along the characteristic $x=x_{i}(t)$ one has

$$
\begin{align*}
\frac{d}{d t} W_{i}^{u} & =\kappa_{1} \frac{d}{d t} R_{i}^{u}+\kappa_{1} \kappa_{2} \frac{d}{d t} Q(u) \leq \\
& \leq \kappa_{1}\left[-\kappa \sum_{j \neq i}\left|u_{x}^{j}\right|+C \Lambda(u)\right]-\kappa_{1} \kappa_{2} \frac{C_{0}}{2} \Lambda(u) \leq  \tag{4.69}\\
& \leq-\kappa \kappa_{1} \sum_{j \neq i}\left|u_{x}^{j}\right|,
\end{align*}
$$

provided that $\kappa_{2} \geq 2 C / C_{0}$. Let $M \doteq \sup _{i, j, k,|u| \leq \delta_{0}}\left|G_{i j k}(u)\right|$.
If $i \neq h$, from (4.69) and the fact that $\nabla \lambda_{i} \equiv 0$, one has

$$
\begin{equation*}
\frac{d}{d t}\left|w^{i}\left(t, x_{i}(t)\right)\right| \leq\left[M \sum _ { j < k } \left|u _ { x } ^ { j } \left\|\left|u_{x}^{k}\right|+C \sum_{j \neq i}\left|u_{x}^{i}\right|\left|u_{x}^{j}\right|-\beta \kappa \kappa_{1} \sum_{j \neq i}\left|u_{x}^{i} \|\left|u_{x}^{j}\right|\right] \exp \left(\beta W_{i}^{u}\right)\right.\right.\right. \tag{4.70}
\end{equation*}
$$

Observe that, by (4.67),

$$
\begin{equation*}
\left|w^{j}(t, x)\right| \leq\left|w^{i}\left(t_{1}, y\right)\right| \leq 2\left|w^{i}\left(t, x_{i}(t)\right)\right| \tag{4.71}
\end{equation*}
$$

for every $x \in \mathbb{R}, t \in\left[\tau^{\prime}, t_{1}\right], j=1, \ldots, n$. Henceforth, we can choose $\beta$ large enough, depending only on $\kappa, \kappa_{1}, \kappa_{2}$ and $M$ in such a way that

$$
\begin{equation*}
\frac{d}{d t}\left|w^{i}\left(t, x_{i}(t)\right)\right| \leq 0, \quad \forall t \in\left[\tau^{\prime}, t_{1}\right] \tag{4.72}
\end{equation*}
$$

in contradiction with (4.66).
In the case $i=h$, if $w^{h}\left(t_{1}, y\right)=L$ then the inequality (4.70) still holds, since $\nabla \lambda_{h} \cdot r_{h} \geq 0$, and the contradiction is reached as above. It remains to analyze the case $w^{h}\left(t_{1}, y\right)=-L$. Since $u \in \mathcal{D}_{h, L}^{*}$, we have that $w^{h}(\bar{t}, x) \geq-1$ for every $x \in \mathbb{R}$. It is not restrictive to assume $w^{h}\left(t, x_{h}(t)\right)<0$ for every $t \in\left[\bar{t}, t_{1}\right]$. From (4.68) we obtain
(4.73)

$$
\begin{aligned}
\frac{d}{d t}\left|w^{h}\left(t, x_{h}(t)\right)\right| & =-\frac{d}{d t} w^{h}\left(t, x_{h}(t)\right)= \\
& \left.=\left[-\sum_{j<k} G_{i j k} u_{x}^{j} u_{x}^{k}+\sum_{j \neq h}\left(\nabla \lambda_{h} \cdot r_{j}\right) u_{x}^{h} u_{x}^{j}+\left(\nabla \lambda_{h} \cdot r_{h}\right) u_{x}^{h}\right)^{2}-\beta u_{x}^{h} \frac{d}{d t} W_{h}^{u}\right] \exp \left(\beta W_{h}^{u}\right)
\end{aligned}
$$

It is possible to define some constants $a, b$ and $c$, depending only on $L$ and the coefficients of (4.73), such that $\left|w^{h}\left(t, x_{h}(t)\right)\right|$ is bounded from above by the solution of the Cauchy problem

$$
\begin{equation*}
\dot{z}=a z^{2}+b z+c, \quad z(\bar{t})=1 \tag{4.74}
\end{equation*}
$$

We can now define

$$
\begin{equation*}
\tau(L)=\frac{1}{2} \inf \{s>0 ; z(\bar{t}+s)=L\} \tag{4.75}
\end{equation*}
$$

Clearly $\left|w^{h}\left(t, x_{h}(t)\right)\right|<L$ for every $t \in[\bar{t}, \bar{t}+\tau(L)]$, completing the proof in this case.
Let us examine what happens when a $i$-characteristic curve crosses a small $h$ shock of strength $\sigma$, say at the point $x$. Let us call $u_{x}^{j-}, u_{x}^{j+}$ respectively the $j$-th
component of $u_{x}$ to the left and to the right of the shock. In the same manner we define $w^{j \pm}$.
If $\mathcal{I}$ and $\mathcal{O}$ denote respectively the set of incoming and outgoing components, from (3.24) and (3.29) we deduce that

$$
\begin{equation*}
u_{x}^{j \pm}=\sum_{i^{ \pm} \in \mathcal{I}} \frac{\partial U^{j}}{\partial u_{x}^{i \pm}} u_{x}^{i \pm}=\sum_{i>h} \frac{\partial U^{j}}{\partial u_{x}^{i-}} u_{x}^{i-}+\sum_{i<h} \frac{\partial U^{j}}{\partial u_{x}^{i+}} u_{x}^{i+}, \quad j^{ \pm} \in \mathcal{O} \tag{4.76}
\end{equation*}
$$

If $\left|w^{i \pm}\right| \leq w$ for every $i^{ \pm} \in \mathcal{I}$, one obtains

$$
\begin{equation*}
\left|u_{x}^{j \pm}\right| \leq w\left[\sum_{i>h}\left|\frac{\partial U^{j}}{\partial u_{x}^{i-}}\right| \mathrm{e}^{-\beta W_{i}^{u}(x-)}+\sum_{i<h}\left|\frac{\partial U^{j}}{\partial u_{x}^{i+}}\right| \mathrm{e}^{-\beta W_{i}^{u}(x+)}\right], \quad j^{ \pm} \in \mathcal{O} \tag{4.77}
\end{equation*}
$$

Recalling (3.26) and (3.27), this implies

$$
\begin{equation*}
\left|w^{j \pm}\right| \leq\left(1+C^{\prime}|\sigma|\right) w \exp \left[\beta\left(W_{j}^{u}(x \pm)-W_{j}^{u}(x \mp)\right)\right] \tag{4.78}
\end{equation*}
$$

From (3.45) we have $W_{j}^{u}(x \pm)-W_{j}^{u}(x \mp) \leq-\kappa_{1}|\sigma|$, so that, choosing $\beta \geq C^{\prime} / \kappa_{1}$, we obtain

$$
\begin{equation*}
\left(1+C^{\prime}|\sigma|\right) \exp \left[\beta\left(W_{j}^{u}(x \pm)-W_{j}^{u}(x \mp)\right)\right] \leq 1 \tag{4.79}
\end{equation*}
$$

Finally, from (4.78) and (4.79), we deduce

$$
\begin{equation*}
\max _{j \pm \in \mathcal{O}}\left|w^{j \pm}\right| \leq \max _{i \pm \in \mathcal{I}}\left|w^{i \pm}\right| . \tag{4.80}
\end{equation*}
$$

If $u\left(t_{1}\right)$ is discontinuous at $x$, then (4.80) gives the contradiction.
Proof of Lemma 4.3. Let $y_{j_{1}}<\cdots<y_{j_{\nu}}$ be the positions of the large jumps of $u$, and define $y_{0} \doteq-M_{0}-\delta_{2}, y_{\nu+1} \doteq M_{0}+\delta_{2}$. Moreover, let $I_{i} \doteq\left[y_{i}+2 \delta_{2} / 3, y_{i+1}-\right.$ $\left.2 \delta_{2} / 3\right], i \in \S$.

Let $\delta_{4}>0$ be given. For a fixed index $i$, let $\Delta \doteq\left\{x_{0}, \ldots, x_{N}\right\}, y_{i}+2 \delta_{2} / 3=$ $x_{0}<\cdots<x_{N}=y_{i+1}-2 \delta_{2} / 3$ be a partition of $I_{i}$ such that

$$
\begin{equation*}
(1+\mathrm{w}-\operatorname{Lip}(u)) \cdot \max \left\{x_{r+1}-x_{r} ; r=0, \ldots, N-1\right\}<\delta_{4} \tag{4.81}
\end{equation*}
$$

and $\left\{y_{\alpha} \in I_{i} ; \alpha \in \mathcal{S}^{\prime}\right\} \subset \Delta$, where the $y_{\alpha}$ are the locations of the small $h$-shocks.
On the interval $I_{i}$ we define $\tilde{u}$ as follows. On every subinterval $\left[x_{r}, x_{r+1}\right.$ [ let $U(x)$ be the solution of

$$
\begin{equation*}
\frac{d}{d x} U(x)=r_{h}(U(x))\left[u_{x}^{h}(x)\right]_{+}+\sum_{j \neq h} r_{j}(U(x)) u_{x}^{j}(x), \quad U\left(x_{r}\right)=u\left(x_{r}\right) \tag{4.82}
\end{equation*}
$$

Now let us define

$$
\begin{equation*}
\tilde{u}(x) \doteq U(x)+\frac{x-x_{r}}{x_{r+1}-x_{r}}\left[\left(\exp q r_{h}\right) u\left(x_{r+1}\right)-U\left(x_{r+1}\right)\right], \quad x \in\left[x_{r}, x_{r+1}[,\right. \tag{4.83}
\end{equation*}
$$

where $q \doteq \int_{x_{r}}^{x_{r+1}}\left[u_{x}^{h}(x)\right]_{-} d x$. In this way we can define $\tilde{u}$ on $\cup_{i} I_{i}$, and we set $\tilde{u}=u$ outside $\cup_{i} I_{i}$.

Let $u_{r} \doteq u\left(x_{r}\right), U_{r} \doteq U\left(x_{r}\right)$. We want to estimate the difference $\left(\exp q r_{h}\right) u_{r+1}-$ $U_{r+1}$. By the definition of the exponential map, we have that

$$
\begin{equation*}
\left(\exp q r_{h}\right) u_{r+1}=u_{r+1}+q r_{h}\left(u_{r+1}\right)+O\left(q^{2}\right) \tag{4.84}
\end{equation*}
$$

On the other hand, from (4.82) one has

$$
\begin{aligned}
U_{r+1}= & u_{r}+\int_{x_{r}}^{x_{r+1}} \sum_{j \neq h} r_{j}(u) u_{x}^{j} d x+\int_{x_{r}}^{x_{r+1}} \sum_{j \neq h}\left(r_{j}(U)-r_{j}(u)\right) u_{x}^{j} d x+ \\
& +\int_{x_{r}}^{x_{r+1}} r_{h}\left(u_{r+1}\right)\left[u_{x}^{h}\right]_{-} d x+\int_{x_{r}}^{x_{r+1}}\left(r_{h}(U)-r_{h}\left(u_{r+1}\right)\right)\left[u_{x}^{h}\right]_{-} d x= \\
= & u_{r+1}+q r_{h}\left(u_{r+1}\right)+\int_{x_{r}}^{x_{r+1}} \sum_{j \neq h}\left(r_{j}(U)-r_{j}(u)\right) u_{x}^{j} d x+\int_{x_{r}}^{x_{r+1}}\left(r_{h}(U)-r_{h}\left(u_{r+1}\right)\right)\left[u_{x}^{h}\right]_{-} d x .
\end{aligned}
$$

We thus obtain
(4.85)
$\left|\left(\exp q r_{h}\right) u_{r+1}-U_{r+1}\right| \leq C L\|U-u\|_{\mathbf{L}^{\infty}\left(x_{r}, x_{r+1}\right)} \cdot\left(x_{r+1}-x_{r}\right)+O\left(\left(x_{r+1}-x_{r}\right)^{2}\right)$.
Let us define the absolutely continuous function $z(x) \doteq|U(x)-u(x)|, x \in$ [ $x_{r}, x_{r+1}\left[\right.$. We have that $z\left(x_{r}\right)=0$, and

$$
\begin{aligned}
\frac{d}{d x} z(x) & \leq\left|u_{x}(x)-U_{x}(x)\right| \leq \\
& \leq\left|-\left[u_{x}^{h}(x)\right]_{-} r_{h}(u(x))+\sum_{j} U_{x}^{j}(x)\left(r_{j}(u(x))-r_{j}(U(x))\right)\right| \leq \\
& \leq C L+C L z(x) .
\end{aligned}
$$

By Gronwall's inequality one obtains, for every $x \in\left[x_{r}, x_{r+1}[\right.$,

$$
\begin{equation*}
|u(x)-U(x)| \leq e^{C L\left(x-x_{r}\right)}-1 \leq C^{\prime} L\left(x_{r+1}-x_{r}\right) . \tag{4.86}
\end{equation*}
$$

From this last inequality and (4.85) we deduce that, for $x \in\left[x_{r}, x_{r+1}[\right.$,

$$
\begin{align*}
|u(x)-\tilde{u}(x)| & \leq|u(x)-U(x)|+|\tilde{u}(x)-U(x)| \leq \\
& \leq z(x)+\left|\left(\exp q r_{h}\right) u_{r+1}-U_{r+1}\right| \leq  \tag{4.87}\\
& \leq C L\left(x_{r+1}-x_{r}\right)+O\left(\left(x_{r+1}-x_{r}\right)^{2}\right) \leq C \delta_{4}+O\left(\delta_{4}^{2}\right)
\end{align*}
$$

It is clear that this inequality holds for every $x \in \cup_{i} I_{i}$. Since $u=\tilde{u}$ outside $\cup_{i} I_{i}$, the inequality $\|u-\tilde{u}\|_{\mathbf{L}^{1}}<\varepsilon_{0}$ follows by choosing $\delta_{4}$ small enough.

Combining (4.85) and (4.86), we obtain

$$
\begin{equation*}
\left|\left(\exp q r_{h}\right) u_{r+1}-U_{r+1}\right| \leq C \delta_{4}\left(x_{r+1}-x_{r}\right) \tag{4.88}
\end{equation*}
$$

Since, for $x \in\left[x_{r}, x_{r+1}[\right.$,

$$
\begin{equation*}
\tilde{u}_{x}(x)=U_{x}(x)+\frac{1}{x_{r+1}-x_{r}}\left(\left(\exp q r_{h}\right) u_{r+1}-U_{r+1}\right) \tag{4.89}
\end{equation*}
$$

we deduce that

$$
\begin{equation*}
\left|\tilde{u}_{x}\right| \leq\left|U_{x}\right|+C \delta_{4}+O\left(\delta_{4}^{2}\right) \leq\left|u_{x}\right|+C \delta_{4}+O\left(\delta_{4}^{2}\right) \tag{4.90}
\end{equation*}
$$

Hence, since $U_{x}^{h}=0$

$$
\begin{aligned}
\tilde{u}_{x}^{h} \exp \left[\beta W_{h}^{\tilde{u}}\right] & \geq-C\left(\left|\tilde{u}_{x}^{h}-U_{x}^{h}\right|\right) \geq \\
& \geq-C\left(|\tilde{u}-U|+\left|\tilde{u}_{x}-U_{x}\right|\right) \geq-C^{\prime} \delta_{4}
\end{aligned}
$$

for some $C^{\prime}>0$.

To prove that $\tilde{u} \in \mathcal{D}_{h, L+\varepsilon_{0}}^{*}$, it remains to check the value of the Glimm functional and of the weighted Lipschitz constant. We claim that $\left.\left(V+C_{1} Q\right) \tilde{u}\right)<\delta_{0}$. Indeed $V(\tilde{u}) \leq V(u)+C \delta_{4}$. Moreover, the effect of the transformation $u \mapsto \tilde{u}$ is to shift the negative $h$-wave in a small interval (of measure $\leq \delta_{4}$ ) into a small $h$-shock. Hence $Q(\tilde{u}) \leq Q(u)+C L \delta_{4}$. If $\delta_{4}$ is small enough we thus obtain $\left.\left(V+C_{1} Q\right) \tilde{u}\right) \leq$ $\left.\left(V+C_{1} Q\right) u\right)+C^{\prime} \delta_{4}<\delta_{0}$. In the same way we obtain $\left|W_{i}^{u}(x)-W_{i}^{\tilde{u}}(x)\right| \leq C \delta_{4}$, and hence, if $\delta_{4}$ is small enough, we have $\mathrm{w}-\operatorname{Lip}(\tilde{u}) \leq L+\varepsilon_{0}$.

Proof of Lemma 4.4. Choose $\delta_{3}>0$, and define

$$
u_{\alpha}(x) \doteq \begin{cases}u\left(\frac{x-y_{\alpha} \sqrt{\delta_{3}}+\delta_{3}}{1-\sqrt{\delta_{3}}}\right), & \text { if } x \in] y_{\alpha}-\sqrt{\delta_{3}}, y_{\alpha}-\delta_{3}[,  \tag{4.91}\\ u\left(\frac{x-y_{\alpha} \sqrt{\delta_{3}}-\delta_{3}}{1-\sqrt{\delta_{3}}}\right), & \text { if } x \in] y_{\alpha}+\delta_{3}, y_{\alpha}+\sqrt{\delta_{3}}[, \\ u\left(y_{\alpha}-\right), & \text { if } x \in\left[y_{\alpha}-\delta_{3}, y_{\alpha}[,\right. \\ u\left(y_{\alpha}+\right), & \text { if } \left.x \in] y_{\alpha}, y_{\alpha}+\delta_{3}\right] .\end{cases}
$$

Define the function

$$
\tilde{u}(x) \doteq \begin{cases}u_{\alpha}, & \text { if } x \in I_{\alpha}  \tag{4.92}\\ u(x), & \text { otherwise }\end{cases}
$$

We prove that $\left.\left(V+C_{1} Q\right) \tilde{u}\right)<\delta_{0}$. Reasoning as in Lemma 4.3, it can be shown that $V(\tilde{u}) \leq V(u)+C \delta_{3}, Q(\tilde{u}) \leq Q(u)+C \delta_{3}$, so that it suffices to choose $\delta_{3}$ small enough. Finally

$$
\begin{equation*}
\mathrm{w}-\operatorname{Lip}(\tilde{u}) \leq \frac{\mathrm{w}-\operatorname{Lip}(u)}{1-\sqrt{\delta_{3}}}+C \delta_{3} \leq L+\varepsilon_{0} \tag{4.93}
\end{equation*}
$$

for $\delta_{3}$ sufficiently small.
Proof of Lemma 4.5. Choose $\delta_{3}>0$, and for every $\alpha \in \mathcal{S}^{\prime}$ such that $y_{\alpha}$ belongs to the set (4.6), define

$$
u_{\alpha}(x) \doteq \begin{cases}u\left(\frac{x-y_{\alpha} \sqrt{\delta_{3}}+\delta_{3}}{1-\sqrt{\delta_{3}}}\right), & \text { if } x \in] y_{\alpha}-\sqrt{\delta_{3}}, y_{\alpha}-\delta_{3}[  \tag{4.94}\\ u\left(\frac{x-y_{\alpha} \sqrt{\delta_{3}}-\delta_{3}}{1-\sqrt{\delta_{3}}}\right), & \text { if } x \in] y_{\alpha}+\delta_{3}, y_{\alpha}+\sqrt{\delta_{3}}[ \\ \left(\exp \left(-\sigma_{\alpha}(x) r_{h}\right)\right) u\left(y_{\alpha}-\right), & \text { if } x \in\left[y_{\alpha}-\delta_{3}, y_{\alpha}+\delta_{3}\right]\end{cases}
$$

where $\sigma_{\alpha}(x) \doteq \sigma_{\alpha}\left(x-y_{\alpha}+\delta_{3}\right) /\left(2 \delta_{3}\right)$.
Let $\delta_{3}$ be small enough such that the sets $I_{\alpha} \doteq\left[y_{\alpha}-\sqrt{\delta_{3}}, y_{\alpha}+\sqrt{\delta_{3}}\right], \alpha \in \mathcal{S}_{h}$, are pairwise disjoint and do not intersect the set (4.2). Let us define the function

$$
u^{\prime}(x) \doteq \begin{cases}u_{\alpha}, & \text { if } x \in I_{\alpha} \text { for some } \alpha \in \mathcal{S}_{h}  \tag{4.95}\\ u(x), & \text { otherwise }\end{cases}
$$

Clearly $u^{\prime} \in \mathcal{D}_{h, L^{\prime}}^{\prime}$ for some $L^{\prime}>0$. Moreover $\|\tilde{u}-u\|_{\mathbf{L}^{1}} \leq C \delta_{3}$ for some $C>0$. We now apply to $u^{\prime}$ the construction of Lemma 4.3 restricted to the complement of the set (4.6), obtaining $\tilde{u}$. The estimate $\left.\left(V+C_{1} Q\right) \tilde{u}\right)<\delta_{0}$ is obtained as in Lemmas 4.3 and 4.4.

Proof of Lemma 4.6. Choose $\delta_{3}>0$, and for every $\alpha \in \mathcal{S}_{h}$ define $u_{\alpha}$ as in (4.94). Let

$$
u^{\prime}(x) \doteq \begin{cases}u_{\alpha}, & \text { if } x \in I_{\alpha} \text { for some } \alpha \in \mathcal{S}^{\prime}  \tag{4.96}\\ u(x), & \text { otherwise }\end{cases}
$$

Now $u^{\prime}$ is discontinuous only at the big shocks $y_{i}, i \in \S$, hence $u^{\prime} \in \mathcal{D}_{h+1, L^{\prime}}$ for some $L^{\prime}>0$. We apply the construction of Lemma 4.3 for the $(h+1)$-th family obtaining the required function $\tilde{u}$. The estimates on $\|\tilde{u}-u\|_{\mathbf{L}^{1}}$, on $\mathbf{w - \operatorname { L i p }}(\tilde{u})$ and on $\left.\left(V+C_{1} Q\right) \tilde{u}\right)$ follows from the corresponding estimates in Lemma s 4.3 and 4.4.

Proof of Lemma 4.8. Since $\left(t^{\dagger}, \theta^{\dagger}\right) \notin \tilde{\Theta}$ then the tangent vector is well defined. We have that $\left(v^{\theta}(\bar{t}), \xi^{\theta}(\bar{t})\right)$ is continuous at $\theta^{\dagger}$ as a function of $\theta$ and it satisfies equations (1.34), (1.35) and (1.36). Moreover the interactions between small shocks do not produce new waves. Hence the conclusion follows from the analysis in [BM1].

Proof of Lemma 4.9. Since $\sigma_{\alpha}^{\theta}>\bar{\sigma}\left(\varepsilon_{0}\right)>0$, the function $y_{\alpha}^{\theta}$ must be continuous in $\theta$. Indeed, assume that there exists a sequence $\theta_{\mu}, \theta_{\mu} \rightarrow \tilde{\theta}$, such that $y_{\alpha}^{\theta_{\mu}} \rightarrow$ $\bar{y} \neq y_{\alpha}^{\tilde{\theta}}$. There exists a constant $C>0$ such that $\left.\left.\mid \gamma(\theta) y_{\alpha}^{\theta}-\right)-\gamma(\theta) y_{\alpha}^{\theta}+\right) \mid>C \sigma\left(\varepsilon_{0}\right)$. Since $\gamma(\theta)$ is continuous in $\left.\left.\mathbf{L}^{1}, \gamma\left(\theta_{\mu}\right) x\right) \rightarrow \gamma(\tilde{\theta}) x\right)$ for almost every $x$. There exist $x^{-}<\bar{y}<x^{+},\left|x^{ \pm}-\bar{y}\right|<C \min \left\{\bar{\sigma}\left(\varepsilon_{0}\right) / 2 L,\left|\bar{y}-y_{\alpha}^{\tilde{\theta}}\right|\right\}$ such that $\left.\left.\gamma\left(\theta_{\mu}\right) x^{ \pm}\right) \rightarrow \gamma(\tilde{\theta}) x^{ \pm}\right)$. Since $\mathrm{w}-\operatorname{Lip}(\gamma(\theta)) \leq L$ for every $\theta$ we obtain that $\gamma(\theta)$ is discontinuous at $\tilde{\theta}$. This gives the contradiction. The proof of the continuity of $y_{i}^{\theta}$ is entirely similar.
The fact that $u^{\theta}$ solves a quasilinear system guarantees the continuity in $t$ of $y_{\alpha}^{\theta}$, $y_{i}^{\theta}, \sigma_{\alpha}^{\theta}$, and $\sharp_{i}^{\theta}$.
The continuity of $\sigma_{\alpha}^{\theta}$, as a function of $\theta$, follows from the continuity of $\gamma$ in $\mathbf{L}^{1}$ and the uniform Lipschitz continuity of the maps $\gamma(\theta)$ for every $\theta \in[0,1]$. Indeed, assume that $\sigma_{\alpha}^{\theta_{\mu}} \rightarrow \sigma_{0} \neq \sigma_{\alpha}^{\tilde{\theta}}$. There exists $\varepsilon_{1}>0$ such that the sets

$$
\begin{aligned}
& \left.A_{1} \doteq\left\{(\exp \sigma) r_{h}\right)(x): \mid x-\gamma(\tilde{\theta}) y_{\alpha}^{\tilde{\theta}}-\right)\left|<\varepsilon_{1},\left|\sigma-\sigma_{0}\right|<\varepsilon_{1}\right\} \\
& \left.A_{2} \doteq\left\{(\exp \sigma) r_{h}\right)(x): \mid x-\gamma(\tilde{\theta}) y_{\alpha}^{\tilde{\theta}}-\right)\left|<\varepsilon_{1},\left|\sigma-\sigma_{\alpha}^{\tilde{\theta}}\right|<\varepsilon_{1}\right\}
\end{aligned}
$$

are disjoint. It is clear that $\left.\gamma(\tilde{\theta}) y_{\alpha}^{\tilde{\theta}}+\right) \in A_{2}$ and there exists $\varepsilon_{2}>0$ such that $\left.B\left(\gamma(\tilde{\theta}) y_{\alpha}^{\tilde{\theta}}+\right), \varepsilon_{2}\right) \subset A_{2}$ (here $B(y, \rho)$ denotes the ball centered in $y$ with radius $\rho$ ). Since $\gamma(\theta)$ is continuous in $\mathbf{L}^{1}$, there exist $x^{-}<y_{\alpha}^{\tilde{\theta}}<x^{+}$such that $\left|x^{-}-y_{\alpha}^{\tilde{\theta}}\right|<$ $\left.\left.\varepsilon_{1} / 6 L,\left|x^{+}-y_{\alpha}^{\tilde{\theta}}\right|<\varepsilon_{2} / 6 L, \gamma\left(\theta_{\mu}\right) x^{ \pm}\right) \rightarrow \gamma(\tilde{\theta}) x^{ \pm}\right)$. Moreover, we can assume that for $\theta$ sufficiently close to $\tilde{\theta},\left|y_{\alpha}^{\theta}-y_{\alpha}^{\tilde{\theta}}\right|<\min \left\{\varepsilon_{1} / 6 L, \varepsilon_{2} / 6 L\right\}$, and $\gamma(\theta)$ has no shock in $\left[x^{-}, x^{+}\right] \backslash\left\{y_{\alpha}^{\theta}\right\}$. From w- $\operatorname{Lip}(\gamma(\theta))<L$ one has

$$
\begin{equation*}
\left.\left.\left.\left.\mid \gamma(\theta) x^{-}\right)-\gamma(\theta) y_{\alpha}^{\theta}-\right)\left|<\frac{\varepsilon_{1}}{3}, \quad\right| \gamma(\theta) x^{+}\right)-\gamma(\theta) y_{\alpha}^{\theta}+\right) \left\lvert\,<\frac{\varepsilon_{2}}{3}\right. \tag{4.97}
\end{equation*}
$$

Now

$$
\begin{align*}
&\left.\left.\mid \gamma\left(\theta_{\mu}\right) y_{\alpha}^{\theta_{\mu}}-\right)-\gamma(\tilde{\theta}) y_{\alpha}^{\tilde{\theta}}-\right) \mid \leq\left.\left.\left.\left.\mid \gamma\left(\theta_{\mu}\right) y_{\alpha}^{\theta_{\mu}}-\right)-\gamma\left(\theta_{\mu}\right) x^{-}\right)|++| \gamma\left(\theta_{\mu}\right) x^{-}\right)-\gamma(\tilde{\theta}) x^{-}\right) \mid  \tag{4.98}\\
&\left.\left.\quad+\mid \gamma(\tilde{\theta}) x^{-}\right)-\gamma(\tilde{\theta}) y_{\alpha}^{\tilde{\theta}}-\right) \mid \\
&<\varepsilon_{1},
\end{align*}
$$

for $\mu$ sufficiently large. In the same way it follows

$$
\begin{equation*}
\left.\left.\mid \gamma\left(\theta_{\mu}\right) y_{\alpha}^{\theta_{\mu}}+\right)-\gamma(\tilde{\theta}) y_{\alpha}^{\tilde{\theta}}+\right) \mid<\varepsilon_{2} \tag{4.99}
\end{equation*}
$$

For $\mu$ large enough we have $\left|\sigma_{\alpha}^{\theta_{\mu}}-\sigma_{0}\right|<\varepsilon_{1}$, then from (4.98) it follows that $\left.\gamma\left(\theta_{\mu}\right) y_{\alpha}^{\theta_{\mu}}+\right) \in A_{1}$. On the other hand from (4.99) we have that $\left.\gamma\left(\theta_{\mu}\right) y_{\alpha}^{\theta_{\mu}}+\right) \in A_{2}$, reaching a contradiction.
Finally, the conclusion for the maps $\theta \mapsto \xi_{i}^{\theta}, \xi_{\alpha}^{\theta}$, is provided by Lemma 4.8
Proof of Lemma 4.10. Let $\left[a_{k}, b_{k}\right]$ be a connected component of $[0,1] \backslash J\left(\varepsilon_{0}\right)$. Recall the Remark before Lemma 4.9. From the definition of the $\varepsilon$-accurate Riemann solver in Section 2, if two small $h$-shocks interact then they simply merge together, without producing outgoing waves of any other family. This means that, if $y_{\alpha}^{\theta}(t)=y_{\beta}^{\theta}(t)$ for some $\alpha, \beta \in \S$, then $y_{\alpha}^{\theta}(s)=y_{\beta}^{\theta}(s)$ for every $s \geq \tau$. For every $\alpha, \beta \in \S$ let us define the function

$$
\begin{equation*}
f_{\alpha \beta}(\theta) \doteq \sup \left\{t \in[0, T] ; y_{\alpha}^{\theta}(t) \neq y_{\beta}^{\theta}(t)\right\} \wedge(\bar{t}+\tau(L)) \tag{4.100}
\end{equation*}
$$

The maps $f_{\alpha \beta}:\left[a_{k}, b_{k}\right] \rightarrow \mathbb{R}$ are Lipschitz continuous. Indeed, fix $\tilde{\theta} \in\left[a_{k}, b_{k}\right]$ and $\tilde{t} \doteq f_{\alpha \beta}(\tilde{\theta})$. Assume for simplicity that only $y_{\alpha}^{\tilde{\theta}}$ and $y_{\beta}^{\tilde{\theta}}$ interact at time $\tilde{t}$. Given $\eta>0$, there exists $\rho>0$ such that, at time $\bar{t}=\tilde{t}-\eta$, the shocks $y_{\alpha}^{\theta}$ and $y_{\beta}^{\theta}$ are not coinciding for $\theta \in I_{\rho} \doteq[\tilde{\theta}-\rho, \tilde{\theta}+\rho]$. Hence the shifts $\xi_{\alpha}^{\theta}$, $\xi_{\beta}^{\theta}$, are well defined and continuous for $\theta \in I_{\rho}$. In particular the maps $\theta \mapsto y_{\alpha}^{\theta}, \theta \mapsto y_{\beta}^{\theta}$, are Lipschitz continuous on $I_{\rho}$. Moreover, for every $\theta \in I_{\rho}$ and $t<f_{\alpha \beta}(\theta)$ :

$$
\begin{equation*}
\dot{y}_{\alpha}^{\theta}(t)-\dot{y}_{\beta}^{\theta}(t) \geq \dot{y}_{\alpha}^{\tilde{\theta}}(t)-\dot{y}_{\beta}^{\tilde{\theta}}(t)-C|\theta-\tilde{\theta}| . \tag{4.101}
\end{equation*}
$$

Then, choosing $\rho$ small, for $\theta$ sufficiently close to $\tilde{\theta}$ the two shocks will merge within a time

$$
\begin{equation*}
t(\theta) \leq \tilde{t}+C|\theta-\tilde{\theta}| \tag{4.102}
\end{equation*}
$$

for some $C>0$. Similarly we obtain $\tilde{t} \leq t(\theta)+C|\theta-\tilde{\theta}|$. The Lipschitz continuity of $f_{\alpha \beta}$ now follows from the compactness of $\left[a_{k}, b_{k}\right]$.
The set $B(\bar{t})$ is contained in $\cup_{\alpha, \beta} f_{\alpha \beta}^{-1}(\{\bar{t}\})$. By the coarea formula (see [E-G]) we have that

$$
\begin{equation*}
+\infty>\int_{0}^{1}\left|f_{\alpha \beta}^{\prime}(\theta)\right| d \theta=\int_{-\infty}^{+\infty} \mathcal{H}^{0}\left(f_{\alpha \beta}^{-1}(\{t\})\right) d t \tag{4.103}
\end{equation*}
$$

where $\mathcal{H}^{0}$ is the counting measure. This implies that $\mathcal{H}^{0}\left(f_{\alpha \beta}^{-1}(\{t\})\right)<+\infty$ for almost every $t \in[0, T]$, hence $\mathcal{H}^{0}(B(t)) \leq \sum_{\alpha, \beta} \mathcal{H}^{0}\left(f_{\alpha \beta}^{-1}(\{t\})\right)<+\infty$ for a.e. $t$.
It remains to consider the case of interaction of a small shock with a shock layer or with the set (4.6). This can be treated in the same way, using the Lipschitz continuity of the maps $\theta \rightarrow y_{\alpha}^{\theta}$ and coarea formula.

Proof of Lemma 4.11. Recall (3.45), (3.47). The map $\theta \mapsto(\gamma(\theta))_{x}^{i}$ is continuous in $\mathbf{L}^{1}$ and a big shock does not interact with any other shock. Hence, from Lemma 4.9 the map $\theta \mapsto R_{i}^{\gamma(\theta)}\left(y_{i}^{\theta}\right)$ is continuous except if a small shock enters or exits a shock layer around a big shock. Therefore, it is continuous for every $\theta \notin B\left(t^{\prime}\right)$.
Recall (3.34). The map $\theta \mapsto Q(\gamma(\theta))$ suffers a discontinuity only when the configuration changes. Thus it is continuous for every $\theta \in[0,1] \backslash B\left(t^{\prime}\right)$. We obtain the conclusion for the map $\theta \mapsto W_{i}^{\gamma(\theta)}\left(y_{i}^{\theta}\right)$.
Recall (3.45), (3.46). The map $\theta \mapsto R_{h}^{\gamma(\theta)}\left(y_{\alpha}^{\theta}\right)$ is discontinuous only at points $\theta \in B\left(t^{\prime}\right)$. Indeed, the first and the third term in the summation (3.46) vary
continuously with $\theta$. The second term is discontinuous at $\theta$ only if two small shocks of $u^{\theta}$ interact at time $t^{\prime}$. Moreover, the fourth term is discontinuous at $\theta$ only if a small shock enters or exits a shock layer around a big shock. Therefore, the first part of the lemma is proved.

Next, for a fixed $x$, the map $\theta \mapsto W_{j}^{\gamma(\theta)}(x)$ may suffer a discontinuity in $\theta$ only if either $x=y_{i}^{\theta}, y_{i}^{\theta} \pm \delta_{2}$, for some $i \in \S$ or $x=y_{\alpha}^{\theta}$ for some $\alpha \in \S^{\prime}$. Thus the first conclusion holds. Let $|\S|$ denote the cardinality of the set $\S$. From (3.46) we have

$$
\begin{equation*}
\left|R_{i}^{\gamma(\theta)}(x)\right| \leq V(\gamma(\theta))+2 \varepsilon|\S|, \tag{4.104}
\end{equation*}
$$

while from (3.47) and w- $\operatorname{Lip}(\gamma(\theta))<L$

$$
\begin{equation*}
\left|R_{i}^{\gamma(\theta)}\left(y_{i}\right)\right| \leq V(\gamma(\theta))+2 \varepsilon n L \delta_{2} \tag{4.105}
\end{equation*}
$$

so that

$$
\begin{equation*}
\left.\left|W_{i}^{\gamma(\theta)}(x)\right| \leq 1+\kappa_{1}\left(\delta_{0}+\varepsilon\right)\left(2|\S|+2 n L \delta_{2}\right)\right)+\kappa_{1} \kappa_{2} \delta_{0} \tag{4.106}
\end{equation*}
$$

Therefore, $W_{l}{ }^{\gamma(\theta)}$ has values in $\mathbf{L}^{\infty}$. The continuity in $\mathbf{L}_{l o c}^{1}$ follows from the first part and Lebesgue dominated convergence theorem.

Proof of Lemma 4.12. The vector $v^{\theta}$ satisfies the semilinear system (1.34), with initial data in $\mathbf{L}^{\infty}$ after each restarting time. Since there is no interaction of big shocks and the interactions of small shocks do not produce new waves, the conclusion follows from [B-M1].

Proof of Lemma 4.13. The conclusion (i) is obvious and (ii) follows from Lemma 4.9. From the continuity in $\mathbf{L}^{1}$ of the map $\theta \mapsto(\gamma(\theta))_{x}^{i}$, we obtain (iii). Moreover, (v) follows directly from Lemma 4.11.
From Lemma 4.12 and the piecewise Lipschitz continuity of $\gamma(\theta)$, it follows that the map $(\theta, x) \mapsto \gamma(\theta) x)$ is Lipschitz continuous outside the jumps. Hence (iv) holds. Since all jumps in the functions $\gamma(\theta), \theta \in\left[\theta_{k}, \theta_{k+1}\right]$ are contained in $J_{k}$, by the definition of generalized tangent vector we have

$$
\begin{aligned}
\int_{\theta_{k}}^{\theta_{k+1}} \int_{\mathbb{R} \backslash J_{k}}\left|\frac{\left.\left.\gamma\left(\theta_{k+1}\right) x\right)-\gamma\left(\theta_{k}\right) x\right)}{\theta_{k+1}-\theta_{k}}-v^{\theta}(x)\right| d x d \theta & \leq \int_{\theta_{k}}^{\theta_{k+1}} \int_{\mathbb{R} \backslash J_{k}} \int_{\theta_{k}}^{\theta_{k+1}}\left|\frac{v^{\theta^{\prime}}(x)-v^{\theta}(x)}{\theta_{k+1}-\theta_{k}}\right| d \theta^{\prime} d x d \theta \\
& \leq\left(\theta_{k+1}-\theta_{k}\right) \cdot \sup _{\theta, \theta^{\prime} \in\left[\theta_{k}, \theta_{k+1}\right]} \int_{\mathbb{R} \backslash J_{k}}\left|v^{\theta^{\prime}}(x)-v^{\theta}(x)\right| d x
\end{aligned}
$$

Therefore, (vi) follows from the $\mathbf{L}^{1}$-continuity of the map $\theta \mapsto v^{\theta}$.
Finally, from Lemma s 4.9 and 4.11, we obtain (vii).

Proof of Lemma 4.14. The proof of (4.41) follows directly from Lemma 4.3. Indeed, the estimate (4.87) depends only on the weighted Lipschitz constant $L$ and on the choice of the step $\delta_{4}$, and hence it is uniform in $\theta$.
From (4.88) and (4.89) we have

$$
\begin{equation*}
\tilde{u}_{x}=r_{h}(U)\left[u_{x}^{h}\right]_{+}+\sum_{j \neq h} r_{j}(U) u_{x}^{j}+O\left(\delta_{4}\right) \tag{4.107}
\end{equation*}
$$

This implies

$$
\begin{aligned}
& \tilde{u}_{x}^{j}=\left\langle l_{j}(\tilde{u}), \tilde{u}_{x}\right\rangle= \\
&=\left\langle l_{j}(\tilde{u}), r_{h}(\tilde{u})\left[u_{x}^{h}\right]_{+}+\sum_{j \neq h} r_{j}(\tilde{u}) u_{x}^{j}\right\rangle+\left\langle l_{j}(\tilde{u}),\left(r_{h}(U)-r_{h}(\tilde{u})\right)\left[u_{x}^{h}\right]_{+}\right\rangle \\
&+\sum_{j \neq h}\left\langle l_{j}(\tilde{u}),\left(r_{j}(U)-r_{j}(\tilde{u})\right) u_{x}^{j}\right\rangle+O\left(\delta_{4}\right) .
\end{aligned}
$$

For $j \neq h$, the first term of the last expression is $u_{x}^{j}$, hence

$$
\begin{equation*}
\left|u_{x}^{j}-\tilde{u}_{x}^{j}\right| \leq C L|\tilde{u}-U|+C \delta_{4} . \tag{4.108}
\end{equation*}
$$

Recalling that $\gamma(\theta)$ and $\boldsymbol{\top}(\gamma(\theta))$ coincide outside [ $-M_{0}, M_{0}$ ], (4.42) follows.
The estimate (4.43) follows from the analogous one in Lemma 4.3.

Proof Lemma 4.15. On the set $\mathcal{A}$ we have

$$
\begin{align*}
& \left.\mid \boldsymbol{\top}\left(\gamma\left(\theta_{k}\right)\right)(x)-\tilde{\gamma}(\theta) x\right)|\leq C| c_{k}^{\theta} \Phi\left(\boldsymbol{\top}\left(\gamma\left(\theta_{k}\right)\right)(x)\right)  \tag{4.109}\\
& +\left(1-c_{k}^{\theta}\right) \Phi\left(\boldsymbol{\top}\left(\gamma\left(\theta_{k+1}\right)\right)(x)\right)-\Phi\left(\boldsymbol{\top}\left(\gamma\left(\theta_{k}\right)\right)(x)\right) \mid \\
& \leq C\left|\Phi\left(\mathbb{\top}\left(\gamma\left(\theta_{k+1}\right)\right)(x)\right)-\Phi\left(\boldsymbol{\top}\left(\gamma\left(\theta_{k}\right)\right)(x)\right)\right| \\
& \leq C\left\{\mid \boldsymbol{\top}\left(\gamma\left(\theta_{k+1}\right)\right)(x)-\gamma\left(\theta_{k+1}\right) x\right) \mid \\
& \left.\left.\left.\left.+\mid \boldsymbol{\top}\left(\gamma\left(\theta_{k}\right)\right)(x)-\gamma\left(\theta_{k}\right) x\right)|+| \gamma\left(\theta_{k+1}\right) x\right)-\gamma\left(\theta_{k}\right) x\right) \mid\right\} \\
& \leq 3 C \varepsilon_{0} \text {, }
\end{align*}
$$

where $c_{k}^{\theta} \doteq\left(\theta_{k+1}-\theta\right) /\left(\theta_{k+1}-\theta_{k}\right)$. The last inequality follows from (4.41) and (4.32). From (4.109), using again (4.41) and (4.32) one obtains

$$
\begin{aligned}
\mid \gamma(\theta) x)-\tilde{\gamma}(\theta) x) \mid & \left.\left.\left.\leq \mid \gamma(\theta) x)-\gamma\left(\theta_{k}\right) x\right)|+| \gamma\left(\theta_{k}\right) x\right)-\boldsymbol{\Psi}\left(\gamma\left(\theta_{k}\right)\right)(x)|+| \boldsymbol{\Psi}\left(\gamma\left(\theta_{k}\right)\right)(x)-\tilde{\gamma}(\theta) x\right) \mid \\
& \leq C \varepsilon_{0},
\end{aligned}
$$

which proves the lemma.

Proof Lemma 4.16. Defining

$$
\begin{equation*}
y(\theta, x) \doteq c_{k}^{\theta} \Phi\left(\mathbb{\top}\left(\gamma\left(\theta_{k}\right)\right)(x)\right)+\left(1-c_{k}^{\theta}\right) \Phi\left(\mathbb{\top}\left(\gamma\left(\theta_{k+1}\right)\right)(x)\right), \tag{4.110}
\end{equation*}
$$

we have

$$
\begin{aligned}
(\tilde{\gamma}(\theta))_{x}(x)= & D \Phi^{-1}(y(\theta, x)) \cdot\left[c_{k}^{\theta} D \Phi\left(\mathbb{\top}\left(\gamma\left(\theta_{k}\right)\right)(x)\right) \cdot\left(\boldsymbol{\Phi}\left(\gamma\left(\theta_{k}\right)\right)\right)_{x}(x)\right. \\
& \left.+\left(1-c_{k}^{\theta}\right) D \Phi\left(\boldsymbol{\top}\left(\gamma\left(\theta_{k+1}\right)\right)(x)\right) \cdot\left(\boldsymbol{\top}\left(\gamma\left(\theta_{k+1}\right)\right)\right)_{x}(x)\right]
\end{aligned}
$$

Hence, from the proof of Lemma 4.15 it follows
(4.111)

$$
\begin{aligned}
& \left|(\tilde{\gamma}(\theta))_{x}^{j}(x)-(\gamma(\theta))_{x}^{j}(x)\right| \leq \\
& \left.\leq \mid\left(c_{k}^{\theta}\right)\left(\boldsymbol{\top}\left(\gamma\left(\theta_{k}\right)\right)\right)_{x}^{j}(x)+\left(1-c_{k}^{\theta}\right)\left(\boldsymbol{\top}\left(\gamma\left(\theta_{k+1}\right)\right)\right)_{x}^{j}(x)-(\gamma(\theta))_{x}^{j}(x)\right) \mid \\
& +C\left|D \Phi^{-1}(y(\theta, x))-D \Phi^{-1}\left[\Phi\left(\boldsymbol{\top}\left(\gamma\left(\theta_{k}\right)\right)(x)\right)\right]\right| \\
& +C\left|D \Phi^{-1}(y(\theta, x))-D \Phi^{-1}\left[\Phi\left(\boldsymbol{\top}\left(\gamma\left(\theta_{k+1}\right)\right)(x)\right)\right]\right| \\
& \left.\left.+C(\mid \tilde{\gamma}(\theta) x)-\mathbf{T}\left(\gamma\left(\theta_{k}\right)\right)(x)|+| \tilde{\gamma}(\theta) x\right)-\mathbf{T}\left(\gamma\left(\theta_{k+1}\right)\right)(x) \mid\right) \\
& +C \mid \tilde{\gamma}(\theta) x)-\gamma(\theta) x) \mid \\
& \leq c_{k}^{\theta}\left|\left(\boldsymbol{\top}\left(\gamma\left(\theta_{k}\right)\right)\right)_{x}^{j}(x)-\left(\gamma\left(\theta_{k}\right)\right)_{x}^{j}(x)\right| \\
& +\left(1-c_{k}^{\theta}\right)\left|\left(\mathbb{\top}\left(\gamma\left(\theta_{k+1}\right)\right)\right)_{x}^{j}(x)-\left(\gamma\left(\theta_{k+1}\right)\right)_{x}^{j}(x)\right| \\
& +c_{k}^{\theta}\left|\left(\gamma\left(\theta_{k}\right)\right)_{x}^{j}(x)-(\gamma(\theta))_{x}^{j}(x)\right|+\left(1-c_{k}^{\theta}\right)\left|\left(\gamma\left(\theta_{k+1}\right)\right)_{x}^{j}(x)-(\gamma(\theta))_{x}^{j}(x)\right| \\
& +C\left|\boldsymbol{\top}\left(\gamma\left(\theta_{k}\right)\right)(x)-\boldsymbol{\top}\left(\gamma\left(\theta_{k+1}\right)\right)(x)\right|+C \varepsilon_{0} \\
& \doteq I_{1}(x)+I_{2}(x)+I_{3}(x)+I_{4}(x)+I_{5}(x)+C \varepsilon_{0} .
\end{aligned}
$$

In the following we use $\|\cdot\|_{\mathbf{L}^{1}}$ to indicate the $\mathbf{L}^{1}$ norm restricted to $\mathcal{A}$. From (4.42) of Lemma 4.14 we have

$$
\begin{equation*}
\left\|I_{1}\right\|_{\mathbf{L}^{1}}+\left\|I_{2}\right\|_{\mathbf{L}^{1}} \leq \varepsilon_{0} . \tag{4.112}
\end{equation*}
$$

Using (4.31) and Lemma 4.13 one obtains

$$
\begin{equation*}
\left\|I_{3}\right\|_{\mathbf{L}^{1}}+\left\|I_{4}\right\|_{\mathbf{L}^{1}} \leq \varepsilon_{0} \tag{4.113}
\end{equation*}
$$

while, by Lemmas 4.14 and 4.13 one gets

$$
\begin{equation*}
\left\|I_{5}\right\|_{\mathbf{L}^{1}} \leq C\left\|\gamma\left(\theta_{k}\right)-\gamma\left(\theta_{k+1}\right)\right\|_{\mathbf{L}^{1}}+2 \varepsilon_{0} \leq C \varepsilon_{0} \tag{4.114}
\end{equation*}
$$

Proof of Lemma 4.17. We fix $k \notin K$ and $\theta \in\left[\theta_{k}, \theta_{k+1}\right]$. Let us denote $u \doteq \gamma(\theta)$, $\tilde{u} \doteq \tilde{\gamma}(\theta)$, and let $\S^{\prime}, \tilde{\S}^{\prime}$, denote respectively the set of small $h$-shocks of $u$ and $\tilde{u}$. Moreover, let $y_{\alpha}, \alpha \in \S^{\prime}$, (resp. $\left.\tilde{y}_{\alpha}, \alpha \in \tilde{\S}^{\prime}\right)$ be the locations of these shocks, and $\sigma_{\alpha}$ (resp. $\tilde{\sigma}_{\alpha}$ ) their strengths. By construction, we clearly have $\S^{\prime} \subset \tilde{\S}^{\prime}$. For notational convenience, we let $\S^{\prime}=\tilde{\S}^{\prime}$ defining $\sigma_{\alpha}=0, y_{\alpha}=\tilde{y}_{\alpha}$ if $\alpha \in \tilde{\S}^{\prime} \backslash \S^{\prime}$. Notice that, for every $\alpha$, we have

$$
\begin{equation*}
\left|\sigma_{\alpha}-\tilde{\sigma}_{\alpha}\right|<C \delta_{4} . \tag{4.115}
\end{equation*}
$$

Recall (3.45), (3.46) and (3.34). We first consider the terms $R_{j}^{u}$. The third addendum of (3.46) is clearly the same for $u$ and $\tilde{u}$. While, if $y_{i}^{u} \neq y_{i}^{\tilde{u}}$, then the last addendum is different for some $x$. However, this can happen only on a set whose measure is bounded by $2 \sup _{\theta \in\left[\theta_{k}, \theta_{k+1}\right]}\left|y_{i}^{\theta}-\tilde{y}_{i}^{\theta}\right| \leq C \varepsilon_{0} \delta_{3}$ (here $\tilde{y}_{i}^{\theta}$ denote the locations of big shocks ) of $\tilde{\gamma}(\theta)$ and the last inequality is guaranteed by (4.30) of Lemma 4.13).
Let us now consider the first two terms of (3.46). If $j=h$ then, from Lemma 4.16, we obtain

$$
\begin{equation*}
\left|R_{h}^{u}(x)-R_{h}^{\tilde{u}}(x)\right| \leq C\left(\varepsilon_{0}+\delta_{4}\right) \tag{4.116}
\end{equation*}
$$

Indeed, in this case, the sum in the second term is restricted to the set $\S$.
Assume now $j<h$, being similar the other case. Let us define the set $Z(x) \doteq$ $\left\{y \in \cup_{k, i}\left[y_{k, i}^{-}, y_{k, i}^{+}\right] ; y<x\right\}$. We have

$$
\begin{equation*}
\int_{Z(x)}| | \tilde{u}_{x}^{j}\left|-\left|u_{x}^{j}\right|\right| d y<C\left(\delta_{3}+\varepsilon_{0}\right) \tag{4.117}
\end{equation*}
$$

Recall the construction in the proof of Lemma 4.3 and consider an interval $\left[x_{r}^{l}, x_{r+1}^{l}\right]$ to the left of $x$. Let $\beta=\beta(l, r)$ be such that $\tilde{y}_{\beta}=x_{r+1}^{l}$. From Lemma 4.3 we deduce that

$$
\begin{equation*}
\left.\mid \int_{x_{r}^{l}}^{x_{r+1}^{l}}()\left[u_{x}^{h}\right]_{-}+\tilde{\sigma}_{\beta}-\sigma_{\beta}\right) d x \mid \leq C \delta_{4} \tag{4.118}
\end{equation*}
$$

We remark that there is at most one couple $(l, r)$ such that $x \in] x_{r}^{l}, x_{r+1}^{l}$, and the corresponding integral term is estimated by $L \delta_{4}$. For the $h$-waves, summing over all $(l, r)$ and using the estimate of Lemma 4.16, we obtain

$$
\begin{equation*}
\left|\int_{-\infty}^{x}\right| \tilde{u}_{x}^{j}(y)\left|d y+\sum_{\alpha \in \tilde{\S}^{\prime}, \tilde{y}_{\alpha}<x}\right| \tilde{\sigma}_{\alpha}\left|-\int_{-\infty}^{x}\right| u_{x}^{j}(y)\left|d y-\sum_{\alpha \in \S^{\prime}, y_{\alpha}<x}\right| \sigma_{\alpha}| | \leq C \varepsilon_{0} \tag{4.119}
\end{equation*}
$$

Using again Lemma 4.16, we can treat the first term of (3.46) for the other family of waves, obtaining

$$
\begin{equation*}
\left|R_{j}^{\gamma\left(\theta_{k}\right)}(x)-R_{j}^{\tilde{\gamma}\left(\theta_{k}\right)}(x)\right|<C\left(\delta_{3}+\delta_{4}+\varepsilon_{0}\right) \tag{4.120}
\end{equation*}
$$

We now work toward an estimate on $Q$. We use again the notations of Lemma 4.3. Let us consider two intervals $\left[x_{r}^{l}, x_{r+1}^{l}\right],\left[x_{s}^{m}, x_{s+1}^{m}\right]$ satisfying $x_{r+1}^{l} \leq x_{s}^{m}$. Let $\beta=\beta(l, r)$ be such that $\tilde{y}_{\beta}=x_{r+1}^{l}$. Let us define

$$
\begin{equation*}
E \doteq \int_{x_{r}^{l}}^{x_{r+1}^{l}}\left|u_{x}^{h}(y)\right| d y \int_{x_{s}^{m}}^{x_{s+1}^{m}}\left|u_{x}^{j}(y)\right| d y+\left|\sigma_{\beta}\right| \int_{x_{s}^{m}}^{x_{s+1}^{m}}\left|u_{x}^{j}(y)\right| d y \tag{4.121}
\end{equation*}
$$

and let $\tilde{E}$ be the corresponding quantity for $\tilde{u}$. By Lemma 4.16 , and the above arguments, we have the estimates

$$
\begin{gathered}
I_{1} \doteq \int_{x_{r}^{l}}^{x_{r+1}^{l}}\left|u_{x}^{h}(y)\right| d y\left|\int_{x_{s}^{m}}^{x_{s+1}^{m}}\left(\left|u_{x}^{j}(y)\right|-\left|\tilde{u}_{x}^{j}(y)\right|\right) d y\right|<C\left(\varepsilon_{0}+\delta_{4}\right) \int_{x_{r}^{l}}^{x_{r+1}^{l}}\left|u_{x}^{h}(y)\right| d y \\
I_{2} \doteq\left|\int_{x_{r}^{l}}^{x_{r+1}^{l}}\right|\left|u_{x}^{h}(y)\right|-\left|\tilde{u}_{x}^{h}(y)\right|\left|d y \int_{x_{s}^{m}}^{x_{s+1}^{m}}\right| u_{x}^{j}(y)\left|d y+\left|\sigma_{\beta}\right| \int_{x_{s}^{m}}^{x_{s+1}^{m}}\right| u_{x}^{j}(y)|d y| \leq C\left(\varepsilon_{0}+\delta_{4}\right) \int_{x_{s}^{m}}^{x_{s+1}^{m}}\left|u_{x}^{j}(y)\right| d y \\
I_{3} \doteq\left|\sigma_{\beta}\right| \int_{x_{s}^{m}}^{x_{s+1}^{m}}| | u_{x}^{j}(y)\left|-\left|\tilde{u}_{x}^{j}(y)\right|\right| d y<C \delta_{0}\left(\varepsilon_{0}+\delta_{4}\right)\left|\sigma_{\beta}\right|
\end{gathered}
$$

We thus obtain

$$
\begin{equation*}
|E-\tilde{E}| \leq I_{1}+I_{2}+I_{3} \leq C\left(\varepsilon_{0}+\delta_{4}\right) \text { T.V. }\left\{u,\left[x_{r}^{l}, x_{r+1}^{l}\right] \cup\left[x_{s}^{m}, x_{s+1}^{m}\right]\right\} \tag{4.122}
\end{equation*}
$$

We then sum over all pairs of intervals.
The case of approaching $j$-waves and $k$-waves, with $j, k \neq h$ is easily treated using Lemma 4.16. Summing over all the intervals we can estimate the first two terms in the expression (3.34) for $Q$.

If $\alpha, \beta \in \S \cup \S^{\prime}$, by (4.38) of Lemma 4.13, one obtains

$$
\begin{equation*}
\left|\left|\tilde{\sigma}_{\alpha}^{\theta} \tilde{\sigma}_{\beta}^{\theta}\right|-\left|\sigma_{\alpha}^{\theta} \sigma_{\beta}^{\theta}\right|\right| \leq \delta_{0}\left(\mid \tilde{\sigma}_{\alpha}^{\theta}-\right) \sigma_{\alpha}^{\theta}\left|+\left|\tilde{\sigma}_{\beta}^{\theta}-\sigma_{\beta}^{\theta}\right|\right) \leq 2 \delta_{0} \varepsilon_{0} . \tag{4.123}
\end{equation*}
$$

Again the other terms are estimated using Lemma 4.16 and (4.115). We thus obtain

$$
\begin{equation*}
|Q(\gamma(\theta))-Q(\tilde{\gamma}(\theta))|<C\left(\varepsilon_{0}+\delta_{4}\right) \tag{4.124}
\end{equation*}
$$

Recalling (3.46), from the estimates on $R_{j}^{u}$ and $Q$ the conclusion follows.
Proof Lemma 4.18. Fix $k \notin K$, consider the set $\mathcal{A}_{k} \doteq\left(\left[-M_{0}, M_{0}\right] \times\left[\theta_{k}, \theta_{k+1}\right]\right) \cap$ $\left(\mathcal{A} \backslash J_{k}\right)$ (see (iv) of Lemma 4.13 for the definition of $J_{k}$ ) and let $\tilde{v}$ be the tangent vector associated to $\tilde{\gamma}$ on $\mathcal{A}_{k}$. We have

$$
\begin{equation*}
\left.\left.\tilde{v}^{\theta}=D \Phi^{-1}() c_{k}^{\theta} \Phi\left(\boldsymbol{\top}\left(\gamma\left(\theta_{k}\right)\right)\right)+\left(1-c_{k}^{\theta}\right) \Phi() \boldsymbol{\top}\left(\gamma\left(\theta_{k+1}\right)\right)\right)\right) \cdot\left(\frac{\left.\Phi\left(\mathbb{\top}\left(\gamma\left(\theta_{k}\right)\right)\right)-\Phi() \boldsymbol{\top}\left(\gamma\left(\theta_{k+1}\right)\right)\right)}{\theta_{k+1}-\theta_{k}}\right) \tag{4.125}
\end{equation*}
$$

on the set $\mathcal{A}_{k}$. For every $i$, we have to estimate the quantity

$$
\begin{aligned}
\mid \int_{\mathcal{A}_{k}}\left\{\left|\left\langle l_{j}(\gamma(\theta)), v^{\theta}\right\rangle\right| W_{j}^{\gamma(\theta)}\right. & \left.-\left|\left\langle l_{j}(\tilde{\gamma}(\theta)), \tilde{v}^{\theta}\right\rangle\right| W_{j}^{\tilde{\gamma}(\theta)}\right\} d x d \theta\left|\left|\int_{\mathcal{A}_{k}}\right|\left\langle l_{j}(\gamma(\theta)), v^{\theta}\right\rangle\right|\left(W_{j}^{\gamma(\theta)}-W_{j}^{\tilde{\gamma}(\theta)}\right) d x d \theta \mid \\
& +\left|\int_{\mathcal{A}_{k}}\left(\left|\left\langle l_{j}(\gamma(\theta)), v^{\theta}\right\rangle\right|-\left|\left\langle l_{j}(\tilde{\gamma}(\theta)), v^{\theta}\right\rangle\right|\right) W_{j}^{\tilde{\gamma}(\theta)} d x d \theta\right| \\
& +\left|\int_{\mathcal{A}_{k}}\left(\left|\left\langle l_{j}(\tilde{\gamma}(\theta)), v^{\theta}\right\rangle\right|-\left|\left\langle l_{j}(\tilde{\gamma}(\theta)), \tilde{v}^{\theta}\right\rangle\right|\right) W_{j}^{\tilde{\gamma}(\theta)} d x d \theta\right| \\
\doteq & I_{1}+I_{2}+I_{3} .
\end{aligned}
$$

Let us first prove that

$$
\begin{equation*}
\left.\int_{\mathcal{A}_{k}}\left|\frac{\left.\left.\gamma\left(\theta_{k+1}\right) x\right)-\gamma\left(\theta_{k}\right) x\right)}{\theta_{k+1}-\theta_{k}}-\tilde{v}^{\theta}(x)\right| d x d \theta<C\left(\varepsilon_{0}+\delta_{4}\right) \theta_{k+1}-\theta_{k}\right) . \tag{4.126}
\end{equation*}
$$

From (4.110), we have

$$
\begin{aligned}
& \int_{\mathcal{A}_{k}}\left|\frac{\left.\left.\gamma\left(\theta_{k+1}\right) x\right)-\gamma\left(\theta_{k}\right) x\right)}{\theta_{k+1}-\theta_{k}}-\tilde{v}^{\theta}(x)\right| d x d \theta \\
& =\int_{\mathcal{A}_{k}}\left|\frac{\left.\left.\gamma\left(\theta_{k+1}\right) x\right)-\gamma\left(\theta_{k}\right) x\right)}{\theta_{k+1}-\theta_{k}}-D \Phi^{-1}(y(\theta, x)) \cdot\left(\frac{\Phi\left(\boldsymbol{\top}\left(\gamma\left(\theta_{k}\right)\right)(x)\right)-\Phi\left(\boldsymbol{\top}\left(\gamma\left(\theta_{k+1}\right)\right)(x)\right)}{\theta_{k+1}-\theta_{k}}\right)\right| d x d \theta \\
& \leq \int_{\mathcal{A}_{k}} \frac{\left.\left.\mid \gamma\left(\theta_{k+1}\right) x\right)-\boldsymbol{\top}\left(\gamma\left(\theta_{k+1}\right)\right)(x)|+| \gamma\left(\theta_{k}\right) x\right)-\mathbf{\Phi}\left(\gamma\left(\theta_{k}\right)\right)(x) \mid}{\left|\theta_{k+1}-\theta_{k}\right|} d x d \theta \\
& +C\left\|v^{\theta}\right\|_{\mathbf{L}^{\infty}} \int_{\mathcal{A}_{k}}\left|D \Phi^{-1}(y(\theta, x))-D \Phi^{-1}\left(\Phi\left(\mathbb{\top}\left(\gamma\left(\theta_{k}\right)\right)(x)\right)\right)\right| d x d \theta \\
& +C\left\|v^{\theta}\right\|_{\mathbf{L}^{\infty}} \int_{\mathcal{A}_{k}}\left|D \Phi^{-1}(y(\theta, x))-D \Phi^{-1}\left(\Phi\left(\boldsymbol{\top}\left(\gamma\left(\theta_{k+1}\right)\right)(x)\right)\right)\right| d x d \theta+C \varepsilon_{0}\left\|v^{\theta}\right\|_{\mathbf{L}^{\infty}} .
\end{aligned}
$$

The first integral is estimated by $C \varepsilon_{0}\left(\theta_{k+1}-\theta_{k}\right)$, using (4.41). The integrands of the last two integrals are estimated, using (4.41) and (4.32) of Lemma 4.13, by

$$
\begin{equation*}
\left.\left.C\left|\boldsymbol{\uparrow}\left(\gamma\left(\theta_{k}\right)\right)(x)-\boldsymbol{\top}\left(\gamma\left(\theta_{k+1}\right)\right)(x)\right| \leq C \varepsilon_{0}+C \mid \gamma\left(\theta_{k}\right) x\right)-\gamma\left(\theta_{k+1}\right) x\right) \mid \leq C\left(\varepsilon_{0}+\delta_{4}\right) \tag{4.127}
\end{equation*}
$$

Hence the last two integrals are estimated by $\left.C M_{0}\left(\varepsilon_{0}+\delta_{4}\right) \theta_{k+1}-\theta_{k}\right)$.

From Lemma 4.17 the following inequality holds:

$$
\begin{equation*}
\left.\left|\int_{\mathcal{A}_{k}}\left[W_{j}^{\gamma(\theta)}(x)-W_{j}^{\tilde{\gamma}(\theta)}(x)\right] d x d \theta\right|<C\left(\varepsilon_{0}+\delta_{3}+\delta_{4}\right) \theta_{k+1}-\theta_{k}\right) \tag{4.128}
\end{equation*}
$$

Now, from Lemma 4.12 and (4.128) one has
$\left.I_{1} \leq C\left\|v^{\theta}\right\|_{\mathbf{L}^{\infty}}\left|\int_{\mathcal{A}_{k}} W_{j}^{\gamma(\theta)}(x)-W_{j}^{\tilde{\gamma}(\theta)}(x) d x d \theta\right|<C\left\|v^{\theta}\right\|_{\mathbf{L}^{\infty}}\left(\varepsilon_{0}+\delta_{3}+\delta_{4}\right) \theta_{k+1}-\theta_{k}\right)$.
From Lemma 4.15

$$
\begin{aligned}
I_{2} & \leq C \int_{\mathcal{A}_{k}}\left(\left|\left\langle l_{j}(\gamma(\theta)), v^{\theta}\right\rangle-\left\langle l_{j}(\tilde{\gamma}(\theta)), v^{\theta}\right\rangle\right|\right) d x d \theta \\
& \left.\left.\leq C\left\|v^{\theta}\right\|_{\mathbf{L}^{\infty}} \int_{\mathcal{A}_{k}} \mid \gamma(\theta) x\right)-\tilde{\gamma}(\theta) x\right) \mid d x d \theta< \\
& \left.<C\left\|v^{\theta}\right\|_{\mathbf{L}^{\infty}}\left(\varepsilon_{0}+\delta_{4}\right) \theta_{k+1}-\theta_{k}\right)
\end{aligned}
$$

Finally, from (4.35) of Lemma 4.13 and (4.126) we get

$$
\begin{aligned}
I_{3} & \leq C \int_{\mathcal{A}_{k}}\left|l_{j}(\tilde{\gamma}(\theta))\right|\left|v^{\theta}-\tilde{v}^{\theta}\right| d x d \theta \leq \\
& \leq C \int_{\mathcal{A}_{k}}\left|v^{\theta}(x)-\frac{\left.\gamma\left(\theta_{k+1}\right) x\right)-\gamma\left(\theta_{k+1}\right)}{\theta_{k+1}-\theta_{k}}\right| d x d \theta+C \int_{\mathcal{A}_{k}}\left|\frac{\left.\gamma\left(\theta_{k+1}\right) x\right)-\gamma\left(\theta_{k+1}\right)}{\theta_{k+1}-\theta_{k}}-\tilde{v}^{\theta}(x)\right| d x d \theta< \\
& \left.<C\left(\varepsilon_{0}+\delta_{4}\right) \theta_{k+1}-\theta_{k}\right)
\end{aligned}
$$

Now, since meas $\left(J_{k}\right) \leq \varepsilon_{0} \delta_{3}\left(\theta_{k+1}-\theta_{k}\right)$, summing over $k$ we obtain the conclusion.

Proof of Lemma 4.19. From the proofs of Lemma 4.3 and Lemma 4.14 we obtain, for every $i=1, \ldots, n$ and every $k$,
(4.130) $\left|\left(\tilde{\gamma}\left(\theta_{k}\right)\right)_{x}^{j}-\left(\gamma\left(\theta_{k}\right)\right)_{x}^{j}\right| \leq C\left(\varepsilon_{0}+\delta_{4}\right), \quad\left|W_{j}^{\tilde{\gamma}\left(\theta_{k}\right)}-W_{j}^{\gamma\left(\theta_{k}\right)}\right| \leq C\left(\varepsilon_{0}+\delta_{4}\right)$.

These estimates imply

$$
\begin{aligned}
\left|\left|\left(\tilde{\gamma}\left(\theta_{k}\right)\right)_{x}^{j}(x)\right| \mathrm{e}^{\beta W_{j}^{\tilde{\gamma}\left(\theta_{k}\right)}(x)}\right. & -\left|\left(\gamma\left(\theta_{k}\right)\right)_{x}^{j}(x)\right| \mathrm{e}^{\beta W_{j}^{\gamma\left(\theta_{k}\right)}(x)} \mid \\
& \leq C\left|\left(\tilde{\gamma}\left(\theta_{k}\right)\right)_{x}^{j}(x)-\left(\gamma\left(\theta_{k}\right)\right)_{x}^{j}(x)\right|+C \mathrm{e}^{\beta\left|W_{j}^{\tilde{\gamma}\left(\theta_{k}\right)}(x)-W_{j}^{\gamma\left(\theta_{k}\right)}(x)\right|} \\
& \leq C\left(\varepsilon_{0}+\delta_{4}\right) .
\end{aligned}
$$

From (4.45), on the set $\mathcal{A},(\tilde{\gamma}(\theta))_{x}(x)$ is expressed as in Lemma 4.16. We can estimate $(\tilde{\gamma}(\theta))_{x}$ as in (4.111) obtaining

$$
\begin{align*}
\left|(\tilde{\gamma}(\theta))_{x}(x)\right| \leq & \left|c_{k}^{\theta}\left[\boldsymbol{\top}\left(\gamma\left(\theta_{k}\right)\right)\right]_{x}(x)+\left(1-c_{k}^{\theta}\right)\left[\boldsymbol{\top}\left(\gamma\left(\theta_{k+1}\right)\right)\right]_{x}(x)\right| \\
& +C\left|D \Phi^{-1}(y(\theta, x))-D \Phi^{-1}\left(\Phi\left(\mathbb{\top}\left(\gamma\left(\theta_{k}\right)\right)(x)\right)\right)\right|  \tag{4.131}\\
& +C\left|D \Phi^{-1}(y(\theta, x))-D \Phi^{-1} \Phi\left(\mathbb{\top}\left(\gamma\left(\theta_{k+1}\right)\right)(x)\right)\right| \\
\leq & c_{k}^{\theta}\left|\left(\gamma\left(\theta_{k}\right)\right)_{x}(x)\right|+\left(1-c_{k}^{\theta}\right)\left|\left(\gamma\left(\theta_{k+1}\right)\right)_{x}(x)\right|+C\left(\varepsilon_{0}+\delta_{4}\right)
\end{align*}
$$

Let us now first consider the points $x$ for which it holds the conclusion of Lemma 4.17. Then, by Lemma 4.17, Lemma 4.13(v) and (4.130) we have

$$
\begin{align*}
\left|W_{j}^{\tilde{\gamma}(\theta)}(x)-W_{j}^{\tilde{\gamma}\left(\theta_{k+1}\right)}(x)\right| \leq & \left|W_{j}^{\tilde{\gamma}(\theta)}(x)-W_{j}^{\gamma(\theta)}(x)\right|  \tag{4.132}\\
& +\left|W_{j}^{\gamma(\theta)}(x)-W_{j}^{\gamma\left(\theta_{k}\right)}(x)\right|+\left|W_{j}^{\gamma\left(\theta_{k}\right)}(x)-W_{j}^{\tilde{\gamma}\left(\theta_{k+1}\right)}(x)\right| \\
\leq & C\left(\varepsilon_{0}+\delta_{4}\right) .
\end{align*}
$$

Hence by Lemma 4.13, (4.131) and (4.132) we obtain

$$
\begin{aligned}
\left|\left|(\tilde{\gamma}(\theta))_{x}^{j}(x)\right| \mathrm{e}^{\beta W_{j}^{\tilde{\gamma}(\theta)}(x)}-\right. & c_{k}^{\theta}\left|\left(\tilde{\gamma}\left(\theta_{k}\right)\right)_{x}^{j}(x)\right| \mathrm{e}^{\beta W_{j}^{\tilde{\gamma}\left(\theta_{k}\right)}(x)}-\left(1-c_{k}^{\theta}\right)\left|\left(\tilde{\gamma}\left(\theta_{k+1}\right)\right)_{x}^{j}(x)\right| \mathrm{e}^{\beta W_{j}^{\tilde{\gamma}\left(\theta_{k+1}\right)}(x)} \mid \\
\leq & C\left\{c_{k}^{\theta}\left|\left(\tilde{\gamma}\left(\theta_{k}\right)\right)_{x}^{j}(x)\right| \mathrm{e}^{\beta\left(W_{j}^{\tilde{\gamma}(\theta)}(x)-W_{j}^{\tilde{\gamma}\left(\theta_{k}\right)}(x)\right)}\right. \\
& \left.+\left(1-c_{k}^{\theta}\right)\left|\left(\tilde{\gamma}\left(\theta_{k+1}\right)\right)_{x}^{j}(x)\right| \mathrm{e}^{\beta\left(W_{j}^{\tilde{\gamma}(\theta)}(x)-W_{j}^{\tilde{\gamma}\left(\theta_{k+1}\right)}(x)\right)}\right\}+C\left(\varepsilon_{0}+\delta_{4}\right) \\
\leq & C\left(\varepsilon_{0}+\delta_{4}\right) .
\end{aligned}
$$

Therefore we obtain the conclusion.
Consider now a point $x$ for which the conclusion of Lemma 4.17 does not holds. From the proof of Lemma 4.17, these are precisely the points $x$ that lie inside a shock layer of a big shock for $\gamma(\theta)$ but not for $\tilde{\gamma}(\theta)$. We can assume, for example, that $y_{i}^{\theta}-\delta_{2}<x<\tilde{y}_{i}^{\theta}-\delta_{2}$ for some $i \in \S$ (here) $\tilde{y}_{i}^{\theta}, i \in \S$, denote the positions of big socks of $\tilde{\gamma}(\theta))$. In this case

$$
\begin{equation*}
W_{j}^{\tilde{\gamma}(\theta)}(x) \geq W_{j}^{\gamma(\theta)}(x)+\varepsilon-C\left(\varepsilon_{0}+\delta_{4}\right) \tag{4.133}
\end{equation*}
$$

and the conclusion may fail. However, it is sufficient to modify the values of $\tilde{\gamma}\left(\theta_{k}\right)$ in such a way that near the points $y_{i}^{\theta} \pm \delta_{2}, i \in \S$, the quantities $\left|(\gamma(x))_{x}^{i}\right|$ are smaller then $L / \exp [\beta \varepsilon]$. This can be done shifting some waves as in Lemma 4.3 or as in Lemma 4.4. Since, by Lemma 4.13 (ii), the waves that should be shifted are estimated by $L \varepsilon_{0} \delta_{3}$, all the conclusions of the previous Lemma s still hold.

Proof Lemma 4.20. Fix $k$ such $] \theta_{k}, \theta_{k+1}[\subset \mathcal{K}$. We assume that there exists a unique $\theta^{\prime} \in B\left(t^{\prime}\right)$ such that $\left.\theta^{\prime} \in\right] \theta_{k}, \theta_{k+1}\left[\right.$. We distinguish two cases: a) $\theta^{\prime} \in$ $\Theta$ b) $\theta^{\prime} \in B\left(t^{\prime}\right) \backslash \Theta$. First consider the case a). We possibly have some small
shocks $y_{\alpha}^{\theta}$ whose strengths go to zero as $\theta$ tends to $\theta^{\prime}$. These come precisely from the interpolation (4.45) implemented at some restarting before $t^{\prime}$. Indeed, it may happen that $\gamma\left(\theta_{k}\right)$ presents a shock at a point where $\gamma\left(\theta_{k+1}\right)$ has no shock, so that the strength of this shock tends to zero as $\theta$ tends to $\theta_{k+1}$. Let $\tilde{\S} \subset \S^{\prime}$ be the set of such shocks. If we neglect these small shocks, the estimates of Lemma 4.13 are still valid separately on the two intervals $] \theta_{k}, \theta^{\prime}[,] \theta^{\prime}, \theta_{k+1}[$. On these two intervals, we can perform the same construction used on the intervals contained in $[0,1] \backslash \mathcal{K}$, neglecting the shocks $y_{\alpha}^{\theta}, \alpha \in \tilde{\S}$. Possibly shrinking $\varepsilon_{0}$, we can let $\left|\sigma_{\alpha}^{\theta}\right|, \alpha \in \tilde{\S}$, be arbitrarily small obtaining the conclusion.

Now consider the case b). The case of interaction of a small shock with a shock layer or with the set (4.6), can be easily treated following the construction of $\tilde{\gamma}$ on
$[0,1] \backslash \mathcal{K}$. Without loss of generality we can assume that there is a simple shock bifurcation at $\theta^{\prime}$. There exist $\alpha, \beta \in \S^{\prime}$ such that $\tilde{y}_{\alpha}^{\theta_{k}}<\tilde{y}_{\beta}^{\theta_{k}}, \tilde{y}_{\alpha}^{\theta_{k+1}}=\tilde{y}_{\beta}^{\theta_{k+1}}$. We first modify $\tilde{\gamma}\left(\theta_{k}\right)$, interpolating linearly the values $\tilde{\gamma}\left(\theta_{k} ; \tilde{y}_{\alpha}^{\theta_{k}}+\right), \tilde{\gamma}\left(\theta_{k} ; \tilde{y}_{\beta}^{\theta_{k}}-\right)$ on the set $\left[\tilde{y}_{\alpha}^{\theta_{k}}, \tilde{y}_{\beta}^{\theta_{k}}\right]$. Let us define the curve $\gamma_{1}$ as follows. Let $d \doteq \tilde{y}_{\beta}^{\theta_{k}}-\tilde{y}_{\alpha}^{\theta_{k}}$. For $\theta \in[0,1[$ we set
$\gamma_{1}(\theta ; x) \doteq \begin{cases}\tilde{\gamma}\left(\theta_{k} ; x\right) & \text { if } x \in]-\infty, \tilde{y}_{\alpha}^{\theta_{k}}[\cup] \tilde{y}_{\alpha}^{\theta_{k}}+\theta d,+\infty[, \\ \left.\left(1-\frac{c}{\theta d}\right) \tilde{\gamma}\left(\theta_{k}\right) \tilde{y}_{\alpha}^{\theta_{k}}\right)+\frac{c}{\theta d}\left(\exp \left(\tilde{\sigma}_{\alpha}^{\theta_{k}} r_{h}\right)\left(\tilde{\gamma}\left(\theta_{k} ; \tilde{y}_{\alpha}^{\theta_{k}}+\theta d\right)\right)\right. & \text { if } x=\tilde{y}_{\alpha}^{\theta_{k}}+c, c \in[0, \theta d],\end{cases}$
while for $\theta=1$ we set
(4.135)
$\gamma_{1}(1 ; x) \doteq \begin{cases}\tilde{\gamma}\left(\theta_{k} ; x\right), & \text { if } x \in]-\infty, \tilde{y}_{\alpha}^{\theta_{k}}[\cup] \tilde{y}_{\beta}^{\theta_{k}},+\infty[, \\ \left.\left.\left(1-\frac{c}{d}\right) \tilde{\gamma}\left(\theta_{k}\right) \tilde{y}_{\alpha}^{\theta_{k}}\right)+\frac{c}{d} \exp \left(\left(\tilde{\sigma}_{\alpha}^{\theta_{k}}+\right) \tilde{\sigma}_{\beta}^{\theta_{k}}\right) r_{h}\right)\left(\tilde{\gamma}\left(\theta_{k} ; \tilde{y}_{\beta}^{\theta_{k}}+\right)\right) & \text { if } x=\tilde{y}_{\alpha}^{\theta_{k}}+c, c \in[0, d] .\end{cases}$
Since we shift a shock of strength $\tilde{\sigma}_{\alpha}^{\theta_{k}}$ for a length $d$, and the waves in $\left[\tilde{y}_{\alpha}^{\theta_{k}}, \tilde{y}_{\beta}^{\theta_{k}}\right]$ are estimated by $\left(L+C \varepsilon_{0}\right) d$, we obtain

$$
\begin{equation*}
\left\|\gamma_{1}\right\|_{\star} \leq C d\left(\tilde{\sigma}_{\alpha}^{\theta_{k}}+L+\varepsilon_{0}\right) \tag{4.136}
\end{equation*}
$$

Now we have that $d=O\left(\varepsilon_{0}\right)$, hence $\left\|\gamma_{1}\right\|_{\star}=O\left(\varepsilon_{0}\right)$. Moreover, reasoning as in Lemma 4.3, it follows that $\gamma_{1}(\theta) \in \mathcal{D}_{h, L+C \varepsilon_{0}}^{*}$, and it is easy to check that $\gamma_{1}$ is a regular path.
Since $\gamma_{1}(1)$ and $\tilde{\gamma}\left(\theta_{k+1}\right)$ have the same number of distinct shocks, then they can be joined, using the construction implemented on $([0,1] \backslash \mathcal{K}) \times\left[-M_{0}, M_{0}\right]$, by a regular path whose weighted length is still $O\left(\varepsilon_{0}\right)$. The other conclusions are easily verified.

Proof of Claim 1. Notice that the set

$$
\begin{equation*}
\mathbb{Z} \doteq\left(\bigcup_{k \notin K}\left[\theta_{k}, \theta_{k+1}\right] \times\left[-M_{0}, M_{0}\right]\right) \backslash \mathcal{A} \tag{4.137}
\end{equation*}
$$

can be chosen of arbitrarily small measure, and the curves $\gamma_{k}$ of Lemma 4.20 of arbitrarily small length, letting $\delta_{3}$ and $\varepsilon_{0}$ small. Moreover, for the set $\mathcal{A}$ we have the estimate given in Lemma 4.18. Now, from Lemma 4.13(vii), for every $\alpha \in \S$

$$
\begin{aligned}
& \quad\left|\int_{\theta_{k}}^{\theta_{k+1}} \xi_{\alpha}^{\theta} \sigma_{\alpha}^{\theta} W_{h}^{\gamma(\theta)}\left(y_{\alpha}^{\theta}\right) d \theta-\int_{\theta_{k}}^{\theta_{k+1}} \tilde{\xi}_{\alpha}^{\theta} \tilde{\sigma}_{\alpha}^{\theta} W_{h}^{\tilde{\gamma}(\theta)}\left(\tilde{y}_{\alpha}^{\theta}\right) d \theta\right| \leq \\
& \leq \varepsilon_{0}\left(\theta_{k+1}-\theta_{k}\right)+C \int_{\theta_{k}}^{\theta_{k+1}}\left|W_{h}^{\gamma\left(\theta_{k}\right)}\left(y_{\alpha}^{\theta_{k}}\right)-W_{h}^{\tilde{\gamma}(\theta)}\left(\tilde{y}_{\alpha}^{\theta}\right)\right| d \theta .
\end{aligned}
$$

Reasoning as in the proof of Lemma 4.17 and using Lemma 4.13(v), we obtain

$$
\begin{equation*}
\left|W_{h}^{\gamma\left(\theta_{k}\right)}\left(y_{\alpha}^{\theta_{k}}\right)-W_{h}^{\tilde{\gamma}(\theta)}\left(\tilde{y}_{\alpha}^{\theta}\right)\right| \leq C\left(\varepsilon_{0}+\delta_{4}\right) \tag{4.138}
\end{equation*}
$$

The argument can be repeated for every $i \in \S$. Notice that the new small shocks of $\tilde{\gamma}$ are not shifted, hence they give no contribution to the norm of the tangent vector to $\tilde{\gamma}$. Thus, from (3.44) we obtain (4.21). The estimate (4.22) is easily verified using Lemma s 4.13 and 4.20.
The curve $\tilde{\gamma}$ is piecewise regular. Indeed, on the sets $\left[\theta_{k}, \theta_{k+1}\right], k \notin K$, it is defined via suitable interpolations. Hence, $\tilde{\gamma}$ is regular on $] \theta_{k}, \theta_{k+1}[, k \notin K$. It may happen that $(\tilde{v}, \tilde{\xi})$ is not defined at some $\theta_{k}$, because the strengths of some small shocks
(generated by $\mathbb{\top}$ ) may tend to zero letting the set $\S^{\prime}$ be discontinuous at $\theta_{k}$. Since there is a finite number of $\theta_{k}$ 's, the conclusion follows from Lemma 4.20.

Proof of Claim 2. From Lemma 4.19 the estimate (4.46) holds on the set $\mathcal{A}$. Consider now the sets $\left[y_{k, i}^{-}, y_{k, i}^{+}\right]$and recall the definition of $y_{k, i}^{*}$ (in the same way we can )treat the sets near the small shocks). From (4.30) and (4.32) of Lemma 4.13, we have that:
(4.139)
$\left|\tilde{\gamma}\left(\theta, y_{k, i}^{-}\right)-\tilde{\gamma}\left(\theta, y_{k, i}^{*}-\right)\right| \leq L\left(\delta_{3}+\varepsilon_{0} \delta_{3}\right)+C \varepsilon_{0} \delta_{3}, \quad\left|\tilde{\gamma}\left(\theta, y_{k, i}^{*}+\right)-\tilde{\gamma}\left(y_{k, i}^{+}\right)\right| \leq L\left(\delta_{3}+\varepsilon_{0} \delta_{3}\right)+C \varepsilon_{0} \delta_{3}$.
Moreover, $\tilde{\gamma}$ is defined by linear interpolations on the intervals $\left[y_{k, i}^{-}, \tilde{y}_{i}^{\theta}[\right.$ and $\left.] \tilde{y}_{i}^{\theta}, y_{k, i}^{+}\right]$, whose length are greater than $\delta_{3}$. We thus obtain the estimate

$$
\begin{equation*}
\left|(\tilde{\gamma}(\theta))_{x}\right| \leq \frac{L\left(\delta_{3}+\varepsilon_{0} \delta_{3}\right)+C \varepsilon_{0} \delta_{3}}{\delta_{3}}=L+(L+C) \varepsilon_{0} \tag{4.140}
\end{equation*}
$$

Choosing $\varepsilon_{0}$ sufficiently small the estimate (4.46) is achieved. Finally, on the set $\mathcal{K} \times\left[-M_{0}, M_{0}\right]$, the estimate is guaranteed by Lemma 4.20.
Let us now consider the estimate (4.56). For $\varepsilon_{0}$ sufficiently small, the estimate (4.43) ensures the conclusion for every $\theta_{k}$. Consider first $\theta \in\left[\theta_{k}, \theta_{k+1}\right]$ for some $k \notin K$. From the proof of Lemma 4.19, it follows that $V(\tilde{\gamma}(\theta)) \leq V(\gamma(\theta))+C\left(\varepsilon_{0}+\delta_{4}\right)$. The estimate for $Q$ has been computed in Lemma 4.17. Finally, the conclusion follows by Lemma 4.20 for $\theta \in \mathcal{K}$.
From the proof of Lemma 4.3, we have that

$$
\begin{equation*}
\left(\tilde{\gamma}\left(\theta_{k}\right)\right)_{x}^{h} \exp \left[\beta W_{h}^{\tilde{\gamma}\left(\theta_{k}\right)}\right] \geq-C \delta_{4} \tag{4.141}
\end{equation*}
$$

outside the set (4.6). Following the proof of Lemma s 4.16 and 4.19, we obtain

$$
\begin{equation*}
(\tilde{\gamma}(\theta))_{x}^{h} \exp \left[\beta W_{h}^{\tilde{\gamma}(\theta)}\right] \geq-C\left(\delta_{4}+\varepsilon_{0}\right) \tag{4.142}
\end{equation*}
$$

Hence, using (4.56), (4.57), we conclude that, for $\delta_{4}$ and $\varepsilon_{0}$ sufficiently small, $\tilde{\gamma}(\theta) \in$ $\mathcal{D}_{h, L+1 / N}^{*}$.

## CHAPTER 5

## Proof of Proposition 5

Let us briefly summarize what has been accomplished in the two previous sections. Given two states $u^{-}, u^{+}$, our aim is to construct a Lipschitz continuous semigroup of $\varepsilon$-solutions of (1.1) whose domain contains all suitably small $B V$ perturbations of the Riemann data ( $u^{-}, u^{+}$). Toward this goal, for any given $\delta_{1}, \delta_{2}, \delta>0$ we proved that:
(i) There exists a domain $\mathcal{D}^{\delta_{2}}$ consisting of piecewise Lipschitz continuous functions $u$ with $u(-\infty)=u^{-}, u(+\infty)=u^{+}, Q(u)<\varepsilon^{2}$. As $\delta_{2} \rightarrow 0$, the domains $\mathcal{D}^{\delta_{2}}$ become dense on the set $\mathcal{D}$ in (2.8).
(ii) For every initial data $\bar{u} \in \mathcal{D}^{\delta_{2}}$, there exists a $\delta$-accurate approximate $\varepsilon$-solution $u$ of (1.1), taking values inside $\mathcal{D}^{\delta_{2}}$.
(iii) Let $u, u^{\prime}$ be any two $\delta$-accurate approximations and let $\gamma_{0}:[0,1] \mapsto \mathcal{D}^{\delta_{2}}$ be a Piecewise Regular Path joining $u(0)$ with $u^{\prime}(0)$. Then for every $t>0$ there exists a path $\gamma_{t}:[0,1] \mapsto \mathcal{D}^{\delta_{2}}$ joining $u(t)$ with $u^{\prime}(t)$. The weighted length of this new path, in the metric determined by (1.39), (3.44), satisfies

$$
\left\|\gamma_{t}\right\|_{\star} \leq\left\|\gamma_{0}\right\|_{\star}+C_{5} t \delta
$$

for some constant $C_{5}$.
We can now complete the proof of Proposition 5. Choose a countable dense subset

$$
\begin{equation*}
\mathcal{D}^{*} \doteq\left\{\bar{u}_{m} ; m \geq 1\right\} \subset \mathcal{D} \tag{5.2}
\end{equation*}
$$

of piecewise Lipschitz initial data. For every $m, \nu \geq 1$, set $\delta_{1}=\delta_{2}=\delta=1 / \nu$, and let $\left(u_{m, \nu}\right)_{\nu \geq 1}$ be a corresponding sequence of approximate $\varepsilon$-solutions such that

$$
\begin{equation*}
u_{m, \nu}:\left[0, \infty\left[\mapsto \mathcal{D}^{1 / \nu}, \quad \quad \lim _{\nu \rightarrow \infty} u_{m, \nu}(0)=\bar{u}_{m}\right.\right. \tag{5.3}
\end{equation*}
$$

Relying on a compactness argument, by possibly taking a subsequence we can assume

$$
\begin{equation*}
\lim _{\nu \rightarrow \infty} u_{m, \nu}(t)=u_{m}(t) \quad \forall t \geq 0, m \geq 1 \tag{5.4}
\end{equation*}
$$

for some functions $u_{m}:[0, \infty[\mapsto \mathcal{D}$.
We claim that the flow $S_{t} \bar{u}_{m} \doteq u_{m}(t)$ can be extended by continuity to a uniformly Lipschitz semigroup defined on the whole set $\mathcal{D}$. As in (1.40), consider the distance $d_{\nu}^{\star}$ on $\mathcal{D}^{1 / \nu}$ defined by
$d_{\nu}^{\star} \doteq \inf \left\{\|\gamma\|_{\star} ; \gamma:[0,1] \mapsto \mathcal{D}^{1 / \nu}\right.$ is a Piecewise Regular Path connecting $u$ with $\left.u^{\prime}\right\}$.

Because of the particular choice of the metric (3.44), it is clear that all these distances are uniformly equivalent to the $\mathbf{L}^{1}$ distance:

$$
\begin{equation*}
\frac{1}{C_{6}}\left\|u-u^{\prime}\right\|_{\mathbf{L}^{1}} \leq d_{\nu}^{\star}\left(u, u^{\prime}\right) \leq C_{6}\left\|u-u^{\prime}\right\|_{\mathbf{L}^{1}} \quad \forall u, u^{\prime} \in \mathcal{D}^{1 / \nu}, \nu \geq 1 \tag{5.6}
\end{equation*}
$$

for some constant $C_{6}$ independent of $\nu$. Observe that (5.1) implies

$$
\begin{equation*}
d_{\nu}^{\star}\left(u_{m, \nu}(t), u_{n, \nu}(t)\right) \leq d_{\nu}^{\star}\left(u_{m, \nu}(0), u_{n, \nu}(0)\right)+C_{5} t \nu^{-1} \tag{5.7}
\end{equation*}
$$

By the previous construction, for any $m, n \geq 1$ and $\varepsilon_{0}>0$, we can now choose $\nu>1 / \varepsilon_{0}$ so large that

$$
\begin{align*}
\left\|u_{m}(t)-u_{n}(t)\right\|_{\mathbf{L}^{1}} & \leq\left\|u_{m, \nu}(t)-u_{n, \nu}(t)\right\|_{\mathbf{L}^{1}}+\varepsilon_{0} \\
& \leq C_{6} d_{\nu}^{\star}\left(u_{m, \nu}(t), u_{n, \nu}(t)\right)+\varepsilon_{0} \\
& \leq C_{6}\left\{d_{\nu}^{\star}\left(u_{m, \nu}(0), u_{n, \nu}(0)\right)+C_{5} t \nu^{-1}\right\}+\varepsilon_{0}  \tag{5.8}\\
& \left.\leq C_{6}\left\{C_{6}()\left\|\bar{u}_{m}-\bar{u}_{n}\right\|_{\mathbf{L}^{1}}+\varepsilon_{0}\right)+C_{5} t \varepsilon_{0}\right\}+\varepsilon_{0} \\
& \leq L\left\|\bar{u}_{m}-\bar{u}_{n}\right\|_{\mathbf{L}^{1}}+C^{\prime}(t+1) \varepsilon_{0}
\end{align*}
$$

with $L=C_{6}^{2}$ and a suitable constant $C^{\prime}$. Since $\varepsilon_{0}$ was arbitrary, (5.8) implies

$$
\begin{equation*}
\left\|S_{t} \bar{u}_{m}-S_{t} \bar{u}_{n}\right\|_{\mathbf{L}^{1}} \leq L\left\|\bar{u}_{m}-\bar{u}_{n}\right\| \mathbf{L}^{1} \tag{5.9}
\end{equation*}
$$

The uniform Lipschitz continuity w.r.t. time is clear. By (5.9) the flow can thus be extended by continuity to a globally Lipschitz semigroup $S: \mathcal{D} \times[0, \infty[\mapsto \mathcal{D}$.

It remains to prove that $S$ behaves correctly on the set of piecewise constant initial data. Let $\bar{u} \in \mathcal{D}$ be piecewise constant, say with jumps at the points $y_{1}<$ $\ldots<y_{N}$, and fix any positive time

$$
\begin{equation*}
\tau<\min _{\alpha} \frac{y_{\alpha+1}-y_{\alpha}}{2} \tag{5.10}
\end{equation*}
$$

For $t \in[0, \tau]$, call $u(t)$ the $\varepsilon$-solution of (1.1) with initial data $u(0)=\bar{u}$, obtained by piecing together the $\varepsilon$-solutions of the Riemann problems generated by the jumps of $\bar{u}$. We need to show that

$$
\begin{equation*}
S_{t} \bar{u}=u(t) \quad \forall t \in[0, \tau] \tag{5.11}
\end{equation*}
$$

Recalling that $\mathcal{D}^{*}$ in (5.2) is a countable dense subset of $\mathcal{D}$, one can extract a sequence of functions $\bar{u}_{\ell} \in \mathcal{D}^{*}$ such that $\bar{u}_{\ell} \rightarrow \bar{u}$. We now have

$$
\begin{equation*}
S_{t} \bar{u}=\lim _{\ell \rightarrow \infty} S_{t} \bar{u}_{\ell} \tag{5.12}
\end{equation*}
$$

Because of (5.9), the limit in (5.12) is well defined and does not depend on the particular choice of the sequence $\bar{u}_{\ell}$.

Let $\varepsilon_{0}>0$ be given. By the previous construction, there exists a sequence of integers $\nu(\ell) \rightarrow \infty$ and a sequence of approximations $\tilde{u}_{\ell}$ with the following properties. For each $\ell \geq 1$, the function $\tilde{u}_{\ell}$ is a $\delta$-accurate approximate $\varepsilon$-solution of (1.1), constructed as in the previous sections, with $\delta_{1}=\delta_{2}=\delta=\nu(\ell)^{-1}$. Moreover

$$
\begin{equation*}
\left\|\tilde{u}_{\ell}(t)-S_{t} \bar{u}_{\ell}\right\|_{\mathbf{L}^{1}} \leq \varepsilon_{0} \quad t \in[0, \tau] . \tag{5.13}
\end{equation*}
$$

We claim that there exists a second sequence of approximations, say $\hat{u}_{\ell}$, with the following properties. For each $\ell \geq 1$, the function $\hat{u}_{\ell}$ is a $\delta$-accurate approximate $\varepsilon$ solution of (1.1), constructed as in the previous section, with $\delta_{1}=\delta_{2}=\delta=\nu(\ell)^{-1}$. Moreover,

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty}\left\|\hat{u}_{\ell}(t)-u(t)\right\|_{\mathbf{L}^{1}}=0 \quad \forall t \in[0, \tau] \tag{5.14}
\end{equation*}
$$

The identity (5.11) is now an immediate consequence of (5.13), (5.14) and the fact that $\varepsilon_{0}$ was arbitrary. Indeed,

$$
\begin{aligned}
\left\|S_{t} \bar{u}-u(t)\right\|_{\mathbf{L}^{1}} & \leq \limsup _{\ell \rightarrow \infty}\left\{\left\|S_{t} \bar{u}_{\ell}-\tilde{u}_{\ell}\right\|_{\mathbf{L}^{1}}+\left\|\tilde{u}_{\ell}(t)-\hat{u}_{\ell}(t)\right\|_{\mathbf{L}^{1}}+\left\|\hat{u}_{\ell}(t)-u(t)\right\|_{\mathbf{L}^{1}}\right\} \\
& \leq \varepsilon_{0}+\limsup _{\ell \rightarrow \infty}\left\|\tilde{u}_{\ell}(t)-\hat{u}_{\ell}(t)\right\|_{\mathbf{L}^{1}} \\
& \leq \varepsilon_{0}+C_{6} \cdot \limsup _{\ell \rightarrow \infty} d_{\nu(\ell)}^{\star}\left(\tilde{u}_{\ell}(t), \hat{u}_{\ell}(t)\right) \\
& \leq \varepsilon_{0}+C_{6} \cdot \limsup _{\ell \rightarrow \infty}\left\{d_{\nu(\ell)}^{\star}\left(\tilde{u}_{\ell}(0), \hat{u}_{\ell}(0)\right)+C_{5} t \nu(\ell)^{-1}\right\} \\
& \leq \varepsilon_{0} .
\end{aligned}
$$

We are thus left with the task of constructing the approximations $\hat{u}_{\ell}$ satisfying (5.14). By an approximation argument, we can restrict the analysis to the case where each jump in $\bar{u}$ determines a single wave. More precisely, for each $\alpha=$ $1, \ldots, N$ there exists a family $k_{\alpha} \in\{1, \ldots, n\}$ such that the states $u^{-}=\bar{u}\left(y_{\alpha}-\right)$, $u^{+}=\bar{u}\left(y_{\alpha}+\right)$ are connected by a single $k_{\alpha}$-wave. Recalling the notation (2.2), this means

$$
\begin{equation*}
\left.u^{+}=\Psi_{k_{\alpha}}^{\varepsilon}(\sigma) u^{-}\right) \tag{5.15}
\end{equation*}
$$

for some wave size $\sigma$. We now consider various cases.
CASE 1: The jump at $x_{\alpha}$ is a large shock. This is the easiest case. Indeed, in a neighborhood of $y_{\alpha}$, we can then construct approximate solutions $\hat{u}_{\ell}$ which coincide with $u$.
CASE 2: The jump at $x_{\alpha}$ is a small shock, of size $\sigma \in[-3 \varepsilon, 0]$. In this case, for each $\ell$, an approximate solution $\hat{u}_{\ell}$ is defined on a neighborhood of $y_{\alpha}$ as follows. Let the time intervals $I_{m, h}$ be as in (3.2), with $\delta_{1}=\nu(\ell)^{-1}$. Recalling (3.4), define the speed of a small shock joining $u^{-}$with $u^{+}$as

$$
\begin{equation*}
\left.\lambda_{k_{\alpha}}^{\varepsilon}\left(u^{-}, u^{+}\right) \doteq(1-n) \lambda_{k_{\alpha}}^{*}+\frac{n}{|\sigma|} \int_{\sigma}^{0} \lambda_{k_{\alpha}}\left(R_{k_{\alpha}}(s) u^{-}\right)\right) d s \tag{5.16}
\end{equation*}
$$

For each $\ell$, let $y_{\ell}$ be the polygonal function such that

$$
y_{\ell}(0)=y_{\alpha}, \quad \dot{y}_{\ell}(t)= \begin{cases}\lambda_{k_{\alpha}}^{\varepsilon}\left(u^{-}, u^{+}\right) & \text {if } t \in I_{m, k_{\alpha}} \text { for some } m  \tag{5.17}\\ \lambda_{k_{\alpha}}^{*} & \text { otherwise }\end{cases}
$$

Choosing a sequence $\varepsilon_{\ell} \rightarrow 0$ sufficiently fast, we can now define the approximate $\varepsilon$-solutions $\hat{u}_{\ell}$ by setting

$$
\hat{u}_{\ell}(t, x)= \begin{cases}u^{-} & \text {if } x \leq y(t),  \tag{5.18}\\ u^{+} & \text {if } x \geq y(t)+\varepsilon_{\ell}, \\ u^{+} & \text {if } x \in\left[y(t), y(t)+\varepsilon_{\ell}\right], t \in I_{m, k_{\alpha}} \text { for some } m, \\ R_{k_{\alpha}}\left((x-y(t)) / \varepsilon_{\ell}\right)\left(u^{-}\right) & \text {if } x \in\left[y(t), y(t)+\varepsilon_{\ell}\right], t \notin \bigcup_{m \geq 0} I_{m, k_{\alpha}} .\end{cases}
$$

We now observe that, in a neighborhood of $y_{\alpha}$, the $\varepsilon$-solution $u$ satisfies

$$
u(t, x)= \begin{cases}u^{-} & \text {if } x<y_{\alpha}+t \lambda_{k_{\alpha}}^{\varepsilon}\left(u^{-}, u^{+}\right)  \tag{5.19}\\ u^{+} & \text {if } x>y_{\alpha}+t \lambda_{k_{\alpha}}^{\varepsilon}\left(u^{-}, u^{+}\right)\end{cases}
$$

As $\ell \rightarrow \infty$ and $\delta_{2}=\nu(\ell)^{-1} \rightarrow 0$, the sequence $y_{\ell}(t)$ converges uniformly to $t \lambda_{k_{\alpha}}^{\varepsilon}\left(u^{-}, u^{+}\right)$. Comparing (5.18) with (5.19), the convergence $\hat{u}_{\ell} \rightarrow u$ is thus clear.

CASE 3: The jump at $y_{\alpha}$ is a rarefaction wave, so that (5.15) holds for some $\sigma>0$. In this case, we choose a sequence $\varepsilon_{\ell} \rightarrow 0$ sufficiently fast and define the functions $\hat{u}_{\ell}$ in a neighborhood of $y_{\alpha}$ as follows. Each $\hat{u}_{\ell}$ is the Lipschitz continuous solution of the quasilinear hyperbolic system

$$
\begin{equation*}
u_{t}+A(t, u) u_{x}=0 \tag{5.20}
\end{equation*}
$$

with initial condition

$$
\hat{u}_{\ell}(0, x)= \begin{cases}u^{-} & \text {if } x<y_{\alpha}  \tag{5.21}\\ u^{+} & \text {if } x>y_{\alpha}+\varepsilon_{\ell} \\ R_{k_{\alpha}}\left(\left(x-y_{\alpha}\right) / \varepsilon_{\ell}\right)\left(u^{-}\right) & \text {if } x \in\left[y_{\alpha}, y_{\alpha}+\varepsilon_{\ell}\right]\end{cases}
$$

Here $A(t, u)$ is the matrix having the same eigenvectors $r_{1}(u), \ldots, r_{n}(u)$ as $A(u)=$ $D F(u)$, but whose eigenvalues are

$$
\begin{equation*}
\left.\lambda_{1}^{*}, \ldots, \lambda_{h-1}^{*}, \lambda_{h}^{*}+n() \lambda_{h}(u)-\lambda_{h}^{*}\right), \ldots, \lambda_{n}^{*} \quad \text { if } t \in I_{m, h} \tag{5.22}
\end{equation*}
$$

The time intervals $I_{m, h}$ are as in (3.2), with $\delta_{1}=\nu(\ell)^{-1}$. It is now clear that all functions $\hat{u}_{\ell}$ remain Lipschitz continuous in a neighborhood of $y_{\alpha}$, because they only contain rarefaction waves. Moreover, the convergence $\hat{u}_{\ell} \rightarrow u$ holds. This completes the proof of Proposition 5.

## CHAPTER 6

## Proof of Proposition 6

In this section we construct the semigroup $S^{\varepsilon}$ generated by the $\varepsilon$-approximate Riemann Solver, and prove Proposition 6. This will accomplish Step 2 toward the proof of Theorem 3.

Let $\bar{u}$ be an initial data with compact support and suitably small total variation. Using the wave-front tracking algorithm described in Section 2, we construct a sequence of piecewise constant approximate solutions $u_{\nu}$, with $u_{\nu}(0) \rightarrow \bar{u}$, such that
(i) The total variation of $u_{\nu}(t, \cdot)$ remains uniformly small,
(ii) The maximum size of the rarefaction fronts in $u_{\nu}$ approaches zero,
(iii) The total strength of all non-physical waves in $u_{\nu}$ approaches zero.

By possibly taking a subsequence, we can assume that $u_{\nu} \rightarrow u$ in $\mathbf{L}_{\text {loc }}^{1}$. We claim that the limit function $u$ is unique, and provides a viscosity $\varepsilon$-solution to the corresponding Cauchy problem (1.1)-(1.2).

To prove uniqueness, let $u_{\nu}, w_{\nu}, \nu \geq 1$, be sequences of approximate solutions constructed by wave-front tracking, and assume that

$$
\begin{equation*}
\lim _{\nu \rightarrow \infty} u_{\nu}(0, \cdot)=\lim _{\nu \rightarrow \infty} w_{\nu}(0, \cdot)=\bar{u} \tag{6.1}
\end{equation*}
$$

while $u_{\nu} \rightarrow u, w_{\nu} \rightarrow w$ in $\mathbf{L}_{l o c}^{1}$. Since both $u$ and $w$ are continuous as maps from $\left[0, \infty\left[\right.\right.$ into $\mathbf{L}^{1}$, if $u \neq w$ there exists a largest time $\tau$ such that $u(t)=w(t)$ for all $t \in[0, \tau]$. Fix any $\bar{x} \in \mathbb{R}$. We will prove that $u(t, x)=w(t, x)$ a.e. in a region of the form

$$
\begin{equation*}
\Gamma \doteq\{(t, x) ; t \in[\tau, \tau+\delta],|x-\bar{x}| \leq \rho-(t-\tau)\} \tag{6.2}
\end{equation*}
$$

for some $\rho, \delta>0$. By possibly choosing subsequences, we can assume the weak convergence

$$
\begin{equation*}
\operatorname{Tot} . \operatorname{Var} . u_{\nu}(\tau, \cdot) \rightharpoonup \mu_{1}, \quad \operatorname{Tot} . \operatorname{Var} . w_{\nu}(\tau, \cdot) \rightharpoonup \mu_{2} \tag{6.3}
\end{equation*}
$$

for some positive measures $\mu_{1}, \mu_{2}$. Choose $\rho>0$ small enough so that

$$
\begin{equation*}
\mu_{i}([\bar{x}-\rho, \bar{x}+\rho] \backslash\{\overline{)} x\}) \leq \eta^{3} \quad i=1,2 \tag{6.4}
\end{equation*}
$$

Here $\eta \ll 1$ is the constant in (2.8). For $t \geq \tau$, consider the interval

$$
\begin{equation*}
J(t) \doteq[\bar{x}-\rho+(t-\tau), \bar{x}+\rho-(t-\tau)] \tag{6.5}
\end{equation*}
$$

By [B5], for each $t>\tau$ the restriction of the interaction potential of $u_{\nu}, w_{\nu}$ to $J(t)$ satisfies

$$
\begin{equation*}
Q\left(\left.u_{\nu}\right|_{J(t)}\right) \leq 2 \eta^{3}, \quad Q\left(\left.w_{\nu}\right|_{J(t)}\right) \leq 2 \eta^{3}, \tag{6.6}
\end{equation*}
$$

for all $\nu$ suitably large (depending on $t$ ). Therefore, calling $u^{-}=u(\tau, \bar{x}-), u^{+}=$ $u(\tau, \bar{x}+)$ we can find a sequence of times $t_{m}$ decreasing to $\tau$ and integers $\nu(m)$ such
that all functions $\tilde{u}_{\nu}\left(t_{m}, \cdot\right), \tilde{w}_{\nu}\left(t_{m}, \cdot\right)$ with $\nu \geq \nu(m)$ lie in the domain $\mathcal{D}_{\left(u^{-}, u^{+}\right)}$of the semigroup $S$ constructed in Proposition 5. Here we define

$$
\tilde{u}_{\nu}\left(t_{m}, x\right) \doteq \begin{cases}u_{\nu}\left(t_{m}, x\right) & \text { if } \quad x \in J\left(t_{m}\right)  \tag{6.7}\\ u^{-} & \text {if } x<\bar{x}-\rho+\left(t_{m}-\tau\right), \\ u^{+} & \text {if } x>\bar{x}+\rho-\left(t_{m}-\tau\right)\end{cases}
$$

and similarly for $\tilde{w}_{\nu}\left(t_{m}, \cdot\right)$. For $t \geq \tau$ we also define

$$
\tilde{u}(t, x) \doteq \begin{cases}u(t, x) & \text { if } x \in J(t)  \tag{6.8}\\ u^{-} & \text {if } x<\bar{x}-\rho+(t-\tau) \\ u^{+} & \text {if } x>\bar{x}+\rho-(t-\tau)\end{cases}
$$

and similarly for $\tilde{w}$. We now observe that, on any region of the form

$$
\begin{equation*}
\Gamma_{m} \doteq\left\{(t, x) ; t \in\left[t_{m}, \tau+\delta\right], x \in J(t)\right\} \tag{6.9}
\end{equation*}
$$

the functions $u, w$ are limits of wave-front tracking approximations taking values within the domain of the Lipschitz semigroup $S$. The same arguments used in Theorem 1 of [B5] thus imply

$$
\begin{equation*}
u(t, x)=\left(S_{t-t_{m}} \tilde{u}\left(t_{m}\right)\right)(x), \quad w(t, x)=\left(S_{t-t_{m}} \tilde{w}\left(t_{m}\right)\right)(x) \quad \text { for }(t, x) \in \Gamma_{m} \tag{6.10}
\end{equation*}
$$

Calling $L$ the Lipschitz constant of the semigroup $S$, for $t>t_{m}$ we now have the estimate

$$
\begin{align*}
& \int_{J(t)}|u(t, x)-w(t, x)| d x \leq\left\|S_{t-t_{m}} \tilde{u}\left(t_{m}\right)-S_{t-t_{m}} \tilde{w}\left(t_{m}\right)\right\|_{\mathbf{L}^{1}} \leq L\left\|\tilde{u}\left(t_{m}\right)-\tilde{w}\left(t_{m}\right)\right\|_{\mathbf{L}^{1}}  \tag{6.11}\\
& \quad \leq L\left(\left\|\tilde{u}\left(t_{m}\right)-\tilde{u}(\tau)\right\|_{\mathbf{L}^{1}}+\|\tilde{u}(\tau)-\tilde{w}(\tau)\|_{\mathbf{L}^{1}}+\left\|\tilde{w}(\tau)-\tilde{w}\left(t_{m}\right)\right\|_{\mathbf{L}^{1}}\right)
\end{align*}
$$

As $m \rightarrow \infty$, for each fixed $t>\tau$ the right hand side of (6.11) approaches zero. Hence $u=w$ on $\Gamma$.

By the boundedness of the supports of $u, w$ we can now choose a constant $R$ large enough so that $u(t, x)=w(t, x)=0$ for $t \in[\tau, \tau+1],|x|>R$. Moreover, for every point $(\tau, \bar{x})$ with $|x| \leq R$ there exists a set $\Gamma$ of the form (6.2) on which $u=w$. By a compactness argument it follows that $u=w$ on a strip of the form $\left[\tau, \tau+\delta_{0}\right] \times \mathbb{R}$. This contradicts the maximality of $\tau$, proving that the limit solution $u$ obtained by wave-front tracking is unique. From now on, this limit will be indicated by the semigroup notation

$$
\begin{equation*}
u(t, \cdot)=S_{t}^{\varepsilon} \bar{u} \tag{6.12}
\end{equation*}
$$

The continuity of the map $S_{t}^{\varepsilon}$ w.r.t. $\bar{u}$ is an immediate consequence of uniqueness. Indeed, consider a sequence of initial conditions with sufficiently small total variation $\bar{u}_{\nu} \rightarrow \bar{u}$. Given $T>0$, for each $\nu \geq 1$ there exists an approximate solution $u_{\nu}$ obtained by wave-front tracking such that

$$
\begin{equation*}
\left\|u_{\nu}(0, \cdot)-\bar{u}_{\nu}\right\|_{\mathbf{L}^{1}} \leq \frac{1}{\nu}, \quad\left\|u_{\nu}(t, \cdot)-S_{t}^{\varepsilon} \bar{u}_{\nu}\right\|_{\mathbf{L}^{1}} \leq \frac{1}{\nu} \quad t \in[0, T] \tag{6.13}
\end{equation*}
$$

By uniqueness it now follows

$$
\begin{equation*}
S_{t}^{\varepsilon} \bar{u}=\lim _{\nu \rightarrow \infty} u_{\nu}(t, \cdot)=\lim _{\nu \rightarrow \infty} S_{t}^{\varepsilon} \bar{u}_{\nu} \quad t \in[0, T] \tag{6.14}
\end{equation*}
$$

proving the continuity of the map $S_{t}^{\varepsilon}$.

To show that $u$ is a viscosity $\varepsilon$-solution, we observe that, for any point $(\tau, \bar{x})$, for $\rho>0$ small enough, the truncated function $\tilde{u}$ defined at (6.8) lies within the domain $\mathcal{D}_{\left(u^{-}, u^{+}\right)}$of one of the local semigroups $S$ constructed in Step 1. By uniqueness and finite propagation speed, it follows that

$$
\begin{equation*}
u(t, x)=\left(S_{t-\tau} \tilde{u}(\tau)\right)(x) \tag{6.15}
\end{equation*}
$$

for all $(t, x)$ with $t \geq \tau,|x-\bar{x}|<\rho-(t-\tau)$. Since the right hand side of (6.15) is a viscosity $\varepsilon$-solution of (1.1), the function $u$ satisfies the estimates (1.13), (1.14) at the point $(\tau, \bar{x})$. This completes the proof of Proposition 6.

## CHAPTER 7

## Proof of Proposition 7

Aim of this section is to show that, if $\tilde{u}$ is a structurally stable $\varepsilon$-solution, then all suitably accurate approximations constructed by our algorithm will have the same wave-front structure as $\tilde{u}$. The first step in the proof is to establish a decay estimate similar to (1.21), valid for the piecewise Lipschitz approximate solutions constructed in Sections 3-4. We start with a simple estimate for an impulsive O.D.E., based on a comparison argument.

Lemma 7.1 Let $b, g$ be non-negative integrable functions on the interval $[\tau, t]$ and let $w:[\tau, t] \mapsto[0, \infty[$ satisfy the impulsive differential inequality
(7.1)
$\dot{w}(s) \leq b(s) w(s)-g(s), \quad w(\tau)=w_{0}, \quad w\left(\tau_{i}+\right) \leq b_{i} \cdot w\left(\tau_{i}-\right) \quad(i=1, \ldots, N)$, with jumps at times $\tau_{i} \in[\tau, t]$. Assume that $w_{0} \geq 0$ and $b_{i} \geq 1$ for all $i$. Then

$$
\begin{equation*}
w(t) \leq \exp \left\{\int_{\tau}^{t} b(s) d s\right\} \cdot\left(\prod_{i=1}^{N} b_{i}\right) w_{0}-\int_{\tau}^{t} g(s) d s \tag{7.2}
\end{equation*}
$$

Indeed, calling $z$ the solution to the impulsive differential equation

$$
\begin{equation*}
\dot{z}(s)=b(s) z(s)-g(s), \quad z(\tau)=w_{0}, \quad z\left(\tau_{i}+\right)=b_{i} \cdot z\left(\tau_{i}-\right) \quad(i=1, \ldots, N) \tag{7.3}
\end{equation*}
$$

a comparison argument yields
$w(t) \leq z(t)=\exp \left\{\int_{\tau}^{t} b(s) d s\right\} \cdot\left(\prod_{i=1}^{N} b_{i}\right) w_{0}-\int_{\tau}^{t}\left(\prod_{\tau_{i} \in[s, t]} b_{i}\right) \exp \left\{\int_{s}^{t} b(r) d r\right\} \cdot g(s) d s$.
Since $b_{i} \geq 1$ for all $i$, this implies (7.2).
Now consider a piecewise Lipschitz approximate solution $u=u(t, x)$ constructed as in Sections 3-4. More precisely, given a time step $\delta_{1}$ and a shock layer width $\delta_{2}$, we consider an approximate solution $u=u(t, x)$ satisfying the following. - Each $u(t, \cdot)$ is piecewise Lipschitz, with large shocks (of strength $\left|\sigma_{\alpha}\right|>\varepsilon^{9}$ ) at points $y_{\alpha}, \alpha \in \S$, plus other small shocks (of strength ) $\left|\sigma_{\beta}\right|<3 \varepsilon$ ) at points $y_{\beta}$, $\beta \in \S^{\prime}$.

- For $t \in I_{m, h}, m \geq 0, h \in\{1, \ldots, n\}$ as in (3.2), $u$ provides a solution to a quasilinear system of the form (3.8), where $A^{(h)}$ is a matrix with the same eigenvectors as $A(u)$. Concerning the eigenvalues $\lambda_{i}^{(h)}$ of $A^{(h)}$, the following holds. All characteristic speeds $\lambda_{i}^{(h)}, i \neq h$ are locally constant, with jumps only along the big shocks. The $h$-characteristic speed $\lambda_{h}^{(h)}$ is constant inside the shock layers $\left[y_{\alpha}^{*}, y_{\alpha}[\right.$,
$\left.] y_{\alpha}, y_{\alpha}^{* *}\right]$ around each big shock, and is genuinely nonlinear outside, so that

$$
\begin{equation*}
\nabla \lambda_{h}^{(h)} \cdot r_{h}>n \kappa^{\prime}>0 \quad x \notin\left[y_{\alpha}^{*}, y_{\alpha}^{* *}\right] \doteq\left[y_{\alpha}-\delta_{2}, y_{\alpha}+\delta_{2}\right] \tag{7.5}
\end{equation*}
$$

- If $u$ has a shock in the $k_{\alpha}$-th family at $y_{\alpha}$, the wave speed $\lambda_{k_{\alpha}}^{(h)}$ across the shock layer satisfies the estimates

$$
\begin{equation*}
\min \left\{\left|\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}+\right)-\dot{y}_{\alpha}\right|,\left|\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}-\right)-\dot{y}_{\alpha}\right|\right\}>\kappa^{\prime \prime}\left|\sigma_{\alpha}\right| \tag{7.6}
\end{equation*}
$$

for some constant $\kappa^{\prime \prime}>0$. Moreover, if $k_{\alpha}=h$ one has

$$
\begin{equation*}
\max \left\{\left|\lambda_{h}^{(h)}\left(y_{\alpha}^{*}+\right)-\lambda_{h}^{(h)}\left(y_{\alpha}^{*}-\right)\right|,\left|\lambda_{h}^{(h)}\left(y_{\alpha}^{* *}+\right)-\lambda_{h}^{(h)}\left(y_{\alpha}^{* *}-\right)\right|\right\} \leq C\left|\sigma_{\alpha}\right| \tag{7.7}
\end{equation*}
$$

- Restartings are performed at due times, according to the procedures described in Section 4, with a suitable degree of accuracy which will be made precise at a later stage of the analysis.

Let there be given a time interval $[\tau, \bar{t}]$, an index $h \in\{1, \ldots, n\}$ and $\eta>0$. Our aim is to estimate, at time $t=\bar{t}$, the amount of positive $h$-waves in $u$ with density $>\eta$, i.e. the quantity

$$
\begin{equation*}
V_{h}^{\eta+}=\sum_{\sigma_{\alpha}^{h}>0} \sigma_{\alpha}^{h}+\int_{\left\{u_{x}^{h}>\eta\right\}} u_{x}^{h}(\bar{t}, x) d x \tag{7.8}
\end{equation*}
$$

We here assume that $u(\bar{t}, \cdot)$ has jumps at points $y_{\alpha}$ and call $\sigma_{\alpha}^{1}, \ldots, \sigma_{\alpha}^{n}$ the waves in the Riemann problem determined by the jump at $y_{\alpha}$.

The only contributions to the first summation in (7.8) are due to $h$-rarefaction fronts produced by the interaction of two large shocks at some time $t \in\left[\bar{t}-\delta_{1}, \bar{t}\right]$. This summation can thus be estimated in terms of the local amount of interaction, namely

$$
\begin{equation*}
\sum_{\sigma_{\alpha}^{h}>0} \sigma_{\alpha}^{h} \leq C\left[Q\left(\bar{t}-\delta_{1}\right)-Q(\bar{t})\right] \tag{7.9}
\end{equation*}
$$

for some constant $C$. To estimate the integral term in (7.8), we study the evolution of the gradient component $u_{x}^{h}$ along $h$-characteristics, for $t \in[\tau, \bar{t}]$. For any fixed $x$, call $t \mapsto y^{x}(t)$ the $h$-characteristic line through the point $(\bar{t}, x)$. Recalling (3.2) and (3.4)-(3.7), $y^{x}$ is thus defined as the solution to the backward Cauchy problem

$$
\text { (7.10) } \quad y^{x}(\bar{t})=x, \quad \dot{y}^{x}(t)=\lambda_{h}^{(j)}\left(t, y^{x}(t), u\right) \quad \text { if } \quad t \in I_{m, j} \quad \text { for some } m, j
$$

We distinguish two cases:
(a) The characteristic $y^{x}$ is defined for all $t \in[\tau, \bar{t}]$ and $u_{x}^{h}$ remains positive and uniformly bounded along $y^{x}$.
(b) Either $u_{x}^{h}\left(t_{0}, y^{x}\left(t_{0}\right)\right) \leq 0$ at some time $t_{0} \in[\tau, \bar{t}]$, or else the characteristic $y^{x}$ originates from a centered rarefaction fan, generated by the interaction of two shocks.
We shall consider separately the sets $J_{a}, J_{b}$ of points $x$ for which the alternative (a) or (b) holds. Assume first $x \in J_{a}$. Consider the scalar functions

$$
\begin{gather*}
v(t) \doteq \frac{\partial y^{x}(t)}{\partial x}  \tag{7.11}\\
z(t) \doteq u_{x}^{h}\left(t, y^{x}(t)\right) \cdot v(t) \tag{7.12}
\end{gather*}
$$

Observe that, for $\Delta x$ small, the quantity $z(t) \cdot \Delta x$ roughly determines the amount of $h$-waves contained in the infinitesimal segment $\left[y^{x}(t), y^{x+\Delta x}(t)\right]$. The scalar quantities $z, u_{x}^{h}$ and $v$ evolve continuously along the characteristic $y^{x}$, except for a finite number of times $\tau_{i}$ at which they experience a discontinuity. These discontinuities occur when the characteristic $y^{x}$ crosses a shock or a shock layer, and when a restarting procedure is applied. Let us first describe the smooth evolution equations and then treat the impulses due to discontinuities. On time intervals where it is continuous, the function $v$ satisfies the equation

$$
\begin{equation*}
\dot{v}(t)=\left(\lambda_{h}^{(j)}\left(t, y^{x}(t), u\right)\right)_{x} \cdot v(t) \quad t \in I_{m, j} \tag{7.13}
\end{equation*}
$$

Similarly, on time intervals where it is continuous, the gradient component $u_{x}^{h}$ satisfies an equation of the form (1.18). Hence, for $t \in I_{m, j}$ we have

$$
\begin{align*}
\dot{z}(t) & =\frac{d u_{x}^{h}}{d t} \cdot v+u_{x}^{h} \cdot \frac{d v}{d t} \\
& =\left[\left(u_{x}^{h}\right)_{t}+\left(u_{x}^{h}\right)_{x} \lambda_{h}^{(j)}(u)\right] \cdot v+u_{x}^{h} \cdot\left(\lambda_{h}^{(j)}\right)_{x} v= \\
& =\left[-\left(\lambda_{h}^{(j)}\right)_{x} u_{x}^{h}+\sum_{i \neq k} \tilde{G}_{h i k}(u) u_{x}^{i} u_{x}^{k}\right] \cdot v+u_{x}^{h} \cdot\left(\lambda_{h}^{(j)}\right)_{x} v=  \tag{7.14}\\
& =\left[\sum_{i \neq k} \tilde{G}_{h i k}(u) u_{x}^{i} u_{x}^{k}\right] \cdot v
\end{align*}
$$

for some functions $\tilde{G}_{h i k}$ whose expression is easily derived from (1.18).
When $t \in I_{m, j}$, from (7.13) it follows

$$
\begin{equation*}
\dot{v}(t)=\sum_{i=1}^{n}\left(\nabla \lambda_{h}^{(j)} \cdot r_{i}\right) u_{x}^{i} \cdot v(t) \geq a(t) z(t)-q(t) v(t) \tag{7.15}
\end{equation*}
$$

where

$$
\begin{equation*}
a(t) \doteq\left(\nabla \lambda_{h}^{(j)} \cdot r_{h}\right)\left(t, y^{x}, u\right), \quad q(t) \doteq C \sum_{i \neq h}\left|u_{x}^{i}\left(t, y^{x}(t)\right)\right| \tag{7.16}
\end{equation*}
$$

Notice that $a(t)=0$ whenever $t \notin \bigcup_{m} I_{m, h}$. Recalling (7.5) we obtain

$$
\begin{equation*}
\int_{\tau}^{\bar{t}} a(t) d t \geq \kappa^{\prime}(\bar{t}-\tau)-C\left(\delta_{1}+\delta_{2}\right) \geq \frac{\kappa^{\prime}}{2}(\bar{t}-\tau) \tag{7.17}
\end{equation*}
$$

provided that $\delta_{1}, \delta_{2}>0$ are chosen so that

$$
\begin{equation*}
\delta_{1}+\delta_{2} \leq \frac{\kappa^{\prime}(\bar{t}-\tau)}{2 C} \tag{7.18}
\end{equation*}
$$

Indeed, the characteristic $y^{x}(\cdot)$ will spend a time $O\left(\delta_{2}\right)$ inside the shock layers. Moreover,

$$
\begin{equation*}
\left.\left\lvert\, \frac{\bar{t}-\tau}{n}-\operatorname{meas}\left([\tau, \bar{t}] \cap() \bigcup_{m \geq 0} I_{m, h}\right)\right.\right) \left\lvert\, \leq \frac{2 \delta_{1}}{n} .\right. \tag{7.19}
\end{equation*}
$$

Concerning the impulses, observe that the function $v$ is continuous at restarting times and has jumps at times where the characteristic $y^{x}$ crosses either a large shock
or a shock layer. In all such cases, denoting by $y_{\alpha}$ the location of the large shock, one has

$$
\begin{equation*}
v(t+)=\frac{\dot{y}^{x}(t+)-\dot{y}_{\alpha}(t)}{\dot{y}^{x}(t-)-\dot{y}_{\alpha}(t)} \cdot v(t-) . \tag{7.20}
\end{equation*}
$$

Therefore, at a crossing time $\tau_{i}$ we have the estimate

$$
\begin{equation*}
v\left(\tau_{i}-\right) \leq b_{i} v\left(\tau_{i}+\right), \quad \quad b_{i} \doteq\left|\frac{\dot{y}^{x}\left(\tau_{i}+\right)-\dot{y}^{x}\left(\tau_{i}-\right)}{\dot{y}^{x}\left(\tau_{i}-\right)-\dot{y}_{\alpha}\left(\tau_{i}\right)}\right| \tag{7.21}
\end{equation*}
$$

We now observe that the integral of $q$ in (7.16) is controlled by the amount of waves that cross the line $y^{x}$. Moreover, $y^{x}$ can cross at most one shock layer of a shock $y_{\alpha}$ with $k_{\alpha}=h$, because afterwards this $h$-characteristic will impinge on the shock. For all other shocks, by strict hyperbolicity we have

$$
\begin{equation*}
\left|\dot{y}^{x}\left(\tau_{i}-\right)-\dot{y}_{\alpha}\left(\tau_{i}\right)\right| \geq \Delta \lambda>0 \tag{7.22}
\end{equation*}
$$

Recalling (7.6)-(7.7) we thus have

$$
\begin{equation*}
\sum_{i}\left|b_{i}-1\right|=O(1) \tag{7.23}
\end{equation*}
$$

The previous arguments yield an estimate of the form

$$
\begin{gather*}
\int_{\tau}^{\bar{t}} q(t) d t \leq C, \quad \prod_{i} b_{i} \leq \exp \left\{\sum_{i}\left|b_{i}-1\right|\right\} \leq C  \tag{7.24}\\
 \tag{7.25}\\
\exp \left\{\int_{\tau}^{\bar{t}} q(t) d t\right\} \cdot\left(\prod_{i} b_{i}\right) \leq C_{1}
\end{gather*}
$$

for some constant $C_{1}$.
We now apply Lemma 7.1 to the function $w(t) \doteq v(-t)$ on the time interval $[-\bar{t},-\tau]$. By (7.5) it follows

$$
\begin{equation*}
w(-\tau) \leq \exp \left\{\int_{\tau}^{\bar{t}} q(t) d t\right\}\left(\prod_{i} b_{i}\right) w(-\bar{t})-\int_{\tau}^{\bar{t}} a(t) z(t) d t \tag{7.26}
\end{equation*}
$$

Since $w(-\bar{t})=v(\bar{t})=1$, by (7.25) this yields

$$
\begin{equation*}
0 \leq v(\tau) \leq C_{1}-\int_{\tau}^{\bar{t}} a(t) z(t) d t \tag{7.27}
\end{equation*}
$$

Next, consider the evolution equation for $z$, along the $h$-characteristic $y^{x}$. Define the rate of interaction along $y^{x}$, i.e.

$$
\begin{equation*}
f(t) \doteq \sum_{i<k}\left[\lambda_{k}^{(j)}-\lambda_{i}^{(j)}\right]\left|u_{x}^{i}\right|\left|u_{x}^{k}\right| \quad t \in I_{m, j} \tag{7.28}
\end{equation*}
$$

where the right hand side of (7.28) is computed at the point $\left(t, y^{x}(t)\right)$. By strict hyperbolicity, the differences $\lambda_{k}-\lambda_{i}$ are uniformly positive. Recalling (7.14), on time intervals where $z$ is continuous there holds

$$
\begin{equation*}
|\dot{z}(t)| \leq C f(t) \cdot v(t) \tag{7.29}
\end{equation*}
$$

Concerning the jumps in $z$, at a time $\tau_{i}$ where $y^{x}$ crosses a big shock, say at $y_{\alpha}$, we have the estimate

$$
\begin{equation*}
\left|z\left(\tau_{i}+\right)-z\left(\tau_{i}-\right)\right| \leq C \Lambda_{\alpha}\left(\tau_{i}\right) \cdot v\left(\tau_{i}-\right) \tag{7.30}
\end{equation*}
$$

where $\Lambda_{\alpha}$ is the instantaneous rate of interaction along $y_{\alpha}$, defined as in (3.37).
From (7.27) and (7.29) we deduce

$$
\begin{align*}
0 & \leq C_{1}-\int_{\tau}^{\bar{t}} a(t)\left(z(\bar{t})-C \int_{t}^{\bar{t}} f(s) v(s) d s-\sum_{i}\left|z\left(\tau_{i}+\right)-z\left(\tau_{i}-\right)\right|\right) d t  \tag{7.31}\\
& \left.\leq C_{1}-z(\bar{t}) \int_{\tau}^{\bar{t}} a(t) d t+C_{2}(\bar{t}-\tau)\left(\int_{\tau}^{\bar{t}}\right) f(t) v(t) d t+\sum_{i}\left|z\left(\tau_{i}+\right)-z\left(\tau_{i}-\right)\right|\right)
\end{align*}
$$

for some constant $C_{2}$. Dividing by $\int a(t)$ and recalling (7.17) one obtains

$$
\begin{equation*}
\left.z(\bar{t}) \leq \frac{1}{\kappa(\bar{t}-\tau)}+C_{3}\left(\int_{\tau}^{\bar{t}}\right) f(t) v(t) d t+\sum_{i}\left|z\left(\tau_{i}+\right)-z\left(\tau_{i}-\right)\right|\right) \tag{7.32}
\end{equation*}
$$

for some constants $C_{3}, \kappa>0$. We now let $x$ vary inside the set $J_{a}$, calling $v^{x}, z^{x}, f^{x}$ the corresponding functions along the characteristic $y^{x}$. Since $z^{x}(\bar{t})>\eta$ on $J_{a}$, from (7.32) it follows

$$
\begin{align*}
\left(1-\frac{1}{\eta \kappa(\bar{t}-\tau)}\right) \int_{J_{a}} z^{x}(\bar{t}) d x & \leq \int_{J_{a}}\left(1-\frac{1}{z^{x}(\bar{t}) \kappa(\bar{t}-\tau)}\right) z^{x}(\bar{t}) d x  \tag{7.33}\\
& \left.\leq \int_{J_{a}} C_{3}\left(\int_{\tau}^{\bar{t}}\right) f^{x}(t) v^{x}(t) d t+\sum_{i}\left|z^{x}\left(\tau_{i}^{x}+\right)-z^{x}\left(\tau_{i}^{x}-\right)\right|\right) d x
\end{align*}
$$

Since $v(t)$ is the Jacobian of the transformation $x \mapsto y^{x}(t)$, by (7.28) the double integral of $f \cdot v$ is controlled in terms of the total amount of interaction, i.e.

$$
\begin{equation*}
\int_{\mathbb{R}} \int_{\tau}^{\bar{t}} f^{x}(s) v^{x}(s) d s d x \leq C[Q(\tau)-Q(\bar{t})] \tag{7.34}
\end{equation*}
$$

Moreover, recalling (7.30) and estimating separately the sum of jumps in $z$ occurring at crossings of shocks and at restarting times, for any given $\varepsilon_{0}>0$ we have the estimates

$$
\begin{align*}
& \int_{I} R\left(\sum_{\tau_{i} \in \text { Cross. }}\left|z^{x}\left(\tau_{i}^{x}+\right)-z^{x}\left(\tau_{i}^{x}-\right)\right|\right) d x \leq C[Q(\tau)-Q(\bar{t})]  \tag{7.35}\\
& \quad \int_{I} R\left(\sum_{\tau_{i} \in \text { Rest. }}\left|z^{x}\left(\tau_{i}^{x}+\right)-z^{x}\left(\tau_{i}^{x}-\right)\right|\right) d x \leq \varepsilon_{0} \tag{7.36}
\end{align*}
$$

provided that the restarting procedures are suitably accurate. Since $z^{x}(\bar{t})=u_{x}^{h}(\bar{t}, x)$, the estimates (7.33)-(7.36) imply

$$
\begin{equation*}
\int_{J_{a}} u_{x}^{h}(\bar{t}, x) d x \leq C_{4}\left[Q(\tau)-Q(\bar{t})+\varepsilon_{0}\right]\left(1-\frac{1}{\eta \kappa(\bar{t}-\tau)}\right)^{-1} \tag{7.37}
\end{equation*}
$$

for some constant $C_{4}$.

Finally, we consider the integral of $u_{x}^{h}$ over $J_{b}$. Observe that, if $x \in J_{b}$, there exists a time $\tau_{0} \in[\tau, \bar{t}]$ such that $v^{x}\left(\tau_{0}\right)=0$ or $z^{x}\left(\tau_{0}\right) \leq 0$. Therefore,

$$
\begin{equation*}
\left.z^{x}(\bar{t}) \leq C_{3}\left(\int_{\tau}^{\bar{t}}\right) f^{x}(t) v^{x}(t) d t+\sum_{i}\left|z^{x}\left(\tau_{i}+\right)-z^{x}\left(\tau_{i}-\right)\right|\right) \tag{7.38}
\end{equation*}
$$

Integrating over $J_{b}$ and using (7.34)-(7.36) we obtain

$$
\begin{align*}
\int_{J_{b}} u_{x}^{h}(\bar{t}, x) d x & \left.\leq C_{3} \int_{J_{b}}\left(\int_{\tau}^{\bar{t}}\right) f^{x}(t) v^{x}(t) d t+\sum_{i}\left|z^{x}\left(\tau_{i}+\right)-z^{x}\left(\tau_{i}-\right)\right|\right) d x  \tag{7.39}\\
& \leq C_{4}\left[Q(\tau)-Q(\bar{t})+\varepsilon_{0}\right]
\end{align*}
$$

where $\varepsilon_{0}>0$ can be taken arbitrarily small by increasing the accuracy of the restarting procedures. The bounds (7.9), (7.37) and (7.39) together yield

$$
\begin{equation*}
V_{h}^{\eta+} \leq C\left[Q(\tau)-Q(\bar{t})+\varepsilon_{0}\right]\left(1-\frac{1}{\eta \kappa(\bar{t}-\tau)}\right)^{-1} . \tag{7.40}
\end{equation*}
$$

Toward the proof of Proposition 7, we establish another lemma. Roughly speaking it shows that, if the $\mathbf{L}^{1}$ distance between $u, \tilde{u}$ is small and if the amount of steep positive waves in $u$ can be estimated, then the total amount of waves in $u$ can be bounded in terms of the total amount of waves in $\tilde{u}$.

In the following we consider two intervals $J=[a, b], J^{\prime}=\left[a-\delta_{0}, b+\delta_{0}\right]$. By $V(u ; J)$ we denote the amount of waves in $u$ inside the interval $J$. The total amount of positive waves of density $>\eta$ is written $V^{\eta+}(u ; J)$.

Lemma 7.2. Consider two functions $u, \tilde{u}: J^{\prime} \mapsto \Omega$. For some constant $C$, the following holds. Assume that

$$
\begin{equation*}
\int_{J^{\prime}}|u(x)-\tilde{u}(x)| d x \leq \delta_{1}, \quad V\left(\tilde{u} ; J^{\prime}\right) \leq \delta_{2}, \quad V^{\eta+}\left(u, J^{\prime}\right) \leq \delta_{3} \tag{7.41}
\end{equation*}
$$

Then the total amount of waves of $u$ on $J$ is bounded by

$$
\begin{equation*}
V(u ; J) \leq C\left[\delta_{2}+\eta\left(b-a+\delta_{0}\right)+\delta_{3}+\frac{\delta_{1}}{\delta_{0}}\right] \tag{7.42}
\end{equation*}
$$

Proof. We can assume that there exists $c_{0}>0$ and a unit vector e such that

$$
\begin{gather*}
c_{0} \leq\left\langle\mathbf{e}, r_{i}(u)\right\rangle \leq 1 \quad i=1, \ldots, n, u \in \Omega  \tag{7.43}\\
\left.\sigma \leq\left\langle\mathbf{e}, S_{i}(\sigma) u\right)-u\right\rangle \leq c_{0} \sigma \quad i=1, \ldots, n, \sigma<0, u \in \Omega \tag{7.44}
\end{gather*}
$$

Here $\left.S_{i}(\sigma) u\right)$ is the state connected to $u$ by an $i$-shock of size $\sigma<0$. The total amount of positive waves of $u$ on $[a, b]$ is

$$
\begin{equation*}
V^{+}(u ; J) \leq \delta_{3}+n \eta(b-a) \tag{7.45}
\end{equation*}
$$

Call $V^{-}(u ; J)$ the amount of negative waves of $u$ on $[a, b]$. Then

$$
\begin{equation*}
\langle\mathbf{e}, u(b)-u(a)\rangle \leq V^{+}(u ; J)-c_{0} V^{-}(u ; J) \tag{7.46}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
\langle\mathbf{e}, \tilde{u}(b)-\tilde{u}(a)\rangle \geq-V(\tilde{u} ; J) \tag{7.47}
\end{equation*}
$$

Define

$$
\begin{equation*}
\alpha_{1} \doteq\langle\mathbf{e}, u(a)-\tilde{u}(a)\rangle, \quad \alpha_{2} \doteq\langle\mathbf{e}, \tilde{u}(b)-u(b)\rangle \tag{7.48}
\end{equation*}
$$

Observe that

$$
\begin{align*}
\alpha_{1}+\alpha_{2} & =\langle\mathbf{e}, u(a)-u(b)\rangle+\langle\mathbf{e}, \tilde{u}(b)-\tilde{u}(a)\rangle \\
& \geq c_{0} V^{-}(u ; J)-V^{+}(u ; J)-V(\tilde{u} ; J) \tag{7.49}
\end{align*}
$$

If $\alpha_{1}+\alpha_{2} \leq 0$, from (7.6) it follows

$$
\begin{equation*}
V^{-}(u, J) \leq \frac{1}{c_{0}}\left(V^{+}(u ; J)-V(\tilde{u} ; J)\right) \leq \frac{1}{c_{0}}\left[\delta_{3}+n \eta(b-a)+\delta_{2}\right] \tag{7.50}
\end{equation*}
$$

If $\alpha_{1}+\alpha_{2}>0$, to fix the ideas assume $\alpha_{2} \geq \alpha_{1}$, the other case being entirely similar. For $x \in\left[b, b+\delta_{0}\right]$ we have
$\left.\langle\mathbf{e}, \tilde{u}(x)-u(x)\rangle \geq \alpha_{2}-V(\tilde{u} ;)[b, x]\right)-V^{+}(u ;[b, x])$

$$
\begin{aligned}
& \geq \frac{1}{2}\left(c_{0} V^{-}(u ; J)-V^{+}(u, J)-V(\tilde{u} ; J)\right)-V(\tilde{u} ;[b, x])-V^{+}(u ;[b, x]) \\
& \left.\geq \frac{c_{0} V^{-}(u ; J)}{2}-V^{+}(u ;[a, x])-V() \tilde{u} ;[a, x]\right) \\
& \geq \frac{c_{0} V^{-}(u ; J)}{2}-\left\{\delta_{3}+n \eta\left(b-a+\delta_{0}\right)\right\}-V\left(\tilde{u} ; J^{\prime}\right) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\delta_{1} & \geq \int_{b}^{b+\delta_{0}}|u(x)-\tilde{u}(x)| d x \geq \int_{b}^{b+\delta_{0}}\langle\mathbf{e}, \tilde{u}(x)-u(x)\rangle d x \\
& \geq \delta_{0}\left[\frac{c_{0} V^{-}(u ; J)}{2}-V\left(\tilde{u} ; J^{\prime}\right)-\delta_{3}-n \eta\left(b-a+\delta_{0}\right)\right] .
\end{aligned}
$$

This yields the bound

$$
\begin{equation*}
V^{-}(u ; J) \leq \frac{2}{c_{0}}\left[\frac{\delta_{1}}{\delta_{0}}+\delta_{2}+\delta_{3}+n \eta\left(b-a+\delta_{0}\right)\right] \tag{7.51}
\end{equation*}
$$

The bounds (7.50) and (7.51) clearly imply (7.42) for some constant $C$.

Proof of Proposition 7. For simplicity, we shall assume that our approximate solution satisfies the decay estimate (1.21). The same arguments can be easily adapted to the case where (7.40) holds, provided that $\varepsilon_{0}>0$ is sufficiently small.

Consider CASE 1 first. Define the intervals
$(7.52) J^{\prime}(t) \doteq[\bar{x}-9(\tau-t), \bar{x}+9(\tau-t)], \quad J(t) \doteq[\bar{x}-8(\tau-t), \bar{x}+8(\tau-t)]$.
By assumption (see [B-LF2]), there exists $r_{0}>0$ such that

$$
\begin{equation*}
V\left(\tilde{u}(t) ; J^{\prime}(t)\right) \leq 2 \varepsilon^{2} \quad \forall t \in\left[\tau-r_{0}, \tau[.\right. \tag{7.53}
\end{equation*}
$$

By (1.8), $Q(u) \leq C_{0}$ for all all functions $u$ under consideration. Let $N$ be an integer such that $N \varepsilon^{2}>C_{0}$. Define

$$
\begin{equation*}
r_{m} \doteq\left(\varepsilon^{2} \kappa\right)^{m} r_{0} \quad t_{m} \doteq \tau-r_{m}, \quad m=1, \ldots, N \tag{7.54}
\end{equation*}
$$

where $\kappa$ is the constant in (1.21). We can assume that $\varepsilon^{2} \kappa<1 / 2$, so that $r_{m-1}-$ $r_{m}>r_{m-1} / 2$. Consider any solution $u \in \mathcal{D}$ suitably close to $\tilde{u}$, so that

$$
\begin{equation*}
\int_{J^{\prime}\left(t_{m}\right)}\left|u\left(t_{m}, x\right)-\tilde{u}\left(t_{m}, x\right)\right| d x<\varepsilon^{2} r_{m} \quad \quad m=1, \ldots, N \tag{7.55}
\end{equation*}
$$

Since the function $t \mapsto Q(t) \doteq Q(u(t))$ is non-negative and $Q\left(u\left(t_{0}\right)\right)<C_{0}$, there exists some integer $m \leq N$ such that

$$
\begin{equation*}
Q\left(t_{m-1}\right)-Q\left(t_{m}\right)<\varepsilon^{2} \tag{7.56}
\end{equation*}
$$

Choosing $\eta=4 / \kappa r_{m-1}$, the decay estimate (1.21) yields

$$
\begin{equation*}
V^{\eta+}\left(u\left(t_{m}\right)\right) \leq C_{3}\left[Q\left(t_{m-1}\right)-Q\left(t_{m}\right)\right]\left(1-\frac{1}{\eta \kappa\left(t_{m}-t_{m-1}\right)}\right)^{-1} \leq 2 C_{3} \varepsilon^{2} \tag{7.57}
\end{equation*}
$$

Indeed, $t_{m}-t_{m-1}=r_{m-1}-r_{m}>r_{m-1} / 2$. Applying Lemma 7.2 to the intervals $J\left(t_{m}\right), J^{\prime}\left(t_{m}\right)$, again with $\eta=4 / \kappa r_{m-1}$, and using (7.53)-(7.55) and (7.57), we find

$$
\begin{align*}
V\left(u\left(t_{m}\right) ; J\left(t_{m}\right)\right) & \leq C\left[V\left(\tilde{u}\left(t_{m}\right) ; J^{\prime}\left(t_{m}\right)\right)+\frac{4}{\kappa r_{m-1}} \cdot 17 r_{m}+2 C_{3} \varepsilon^{2}+\frac{\varepsilon^{2} r_{m}}{r_{m}}\right] \\
& \leq C\left[2 \varepsilon^{2}+68 \varepsilon^{2}+2 C_{3} \varepsilon^{2}+\varepsilon^{2}\right]  \tag{7.58}\\
& \leq C^{\prime} \varepsilon^{2}
\end{align*}
$$

For $t \in\left[\tau-r_{m}, \tau\right]$, define the interval

$$
\begin{equation*}
J_{m}(t) \doteq\left[\bar{x}-8 r_{m}+\left(t-t_{m}\right), \bar{x}+8 r_{m}-\left(t-t_{m}\right)\right] \tag{7.59}
\end{equation*}
$$

Recalling that all wave propagation speeds are $<1$, the standard interaction estimate (1.9) now yields

$$
\begin{aligned}
V\left(u(t) ; J_{m}(t)\right) & \leq V\left(u\left(t_{m}\right) ; J\left(t_{m}\right)\right)+C_{1} V^{2}\left(u\left(t_{m}\right) ; J\left(t_{m}\right)\right) \\
& \leq C^{\prime} \varepsilon^{2}+C_{1}\left[C^{\prime} \varepsilon^{2}\right]^{2}
\end{aligned}
$$

This establishes (2.25) with $r^{*} \doteq r_{N}$. Indeed, this choice of $r^{*}$ implies (7.60)

$$
\left.\left.\left[\bar{x}-7 r^{*}-r, \bar{x}+7 r^{*}+r\right] \subseteq J_{N}(\tau-r) \subseteq J_{m}(\tau-r) \quad m=1, \ldots, N, \quad r \in\right] 0, r^{*}\right]
$$

Now consider CASE 2. Let the intervals $J, J^{\prime}$ be as in (7.52). From the assumptions it now follows that, for some $r_{0}>0$, the function $\tilde{u}(t)$ has a shock of size $\tilde{\sigma}(t)<-\varepsilon^{3} / 2$ at some point $\tilde{y}(t) \in J(t)$ for all $t \in\left[\tau-r_{0}, \tau\right]$. Moreover,

$$
\begin{equation*}
V\left(\tilde{u}(t) ; J^{\prime}(t) \backslash\{y(t)\}\right)<\varepsilon^{8} / 2 \quad t \in\left[\tau-r_{0}, \tau\right] \tag{7.61}
\end{equation*}
$$

Choose an integer $N$ so large that $N \varepsilon^{16}>C_{0}$ and define

$$
\begin{equation*}
r_{m} \doteq\left(\varepsilon^{16} \kappa\right)^{m} r_{0} \quad t_{m} \doteq \tau-r_{m}, \quad m=0, \ldots, N \tag{7.62}
\end{equation*}
$$

Now consider a solution $u$ suitably close to $\tilde{u}$. For some $m$ we must have

$$
\begin{equation*}
Q\left(u\left(t_{m-1}\right)\right)-Q\left(u\left(t_{m}\right)\right)<\varepsilon^{16} \tag{7.63}
\end{equation*}
$$

Observe that, if the distance

$$
\begin{equation*}
\sup _{t \in\left[\tau-r_{0}, \tau\right]}\|u(t)-\tilde{u}(t)\|_{\mathbf{L}^{1}} \tag{7.64}
\end{equation*}
$$

is sufficiently small, then $u\left(t_{m}\right)$ will also have a shock of size $\sigma\left(t_{m}\right)$ at some point $y\left(t_{m}\right) \in J\left(t_{m}\right)$, with

$$
\begin{equation*}
\left|\sigma\left(t_{m}\right)-\tilde{\sigma}\left(t_{m}\right)\right|<\varepsilon^{7}, \quad\left|y\left(t_{m}\right)-\tilde{y}\left(t_{m}\right)\right|<\varepsilon^{7} \quad t \in\left[t_{m-1}, t_{m}\right] \tag{7.65}
\end{equation*}
$$

Indeed, call $\tilde{u}^{-}, \tilde{u}^{+}$respectively the left and right limits of $\tilde{u}\left(t_{m-1}\right)$ around the shock. For every $\varepsilon_{0}>0$, if the quantity (7.64) is suitably small, there exists points $x_{1}<\tilde{y}\left(t_{m-1}\right)<x_{2}$ such that

$$
\begin{equation*}
x_{2}-x_{1}<\varepsilon_{0}, \quad\left|u\left(t_{m-1}, x_{1}\right)-\tilde{u}^{-}\right|<\varepsilon, \quad\left|u\left(t_{m-1}, x_{2}\right)-\tilde{u}^{+}\right|<\varepsilon \tag{7.66}
\end{equation*}
$$

Hence, on the small interval $\left[x_{1}, x_{2}\right]$, the function $u\left(t_{m-1}\right)$ contains waves which connect a state very close to $\tilde{u}^{-}$with a state very close to $\tilde{u}^{+}$. Since all these waves are located within an interval of length $<\varepsilon_{0}$, if the interaction potential of these waves did not satisfy

$$
\begin{equation*}
Q\left(u\left(t_{m-1}\right) ;\left[x_{1}, x_{2}\right]\right)<\varepsilon^{15} \tag{7.67}
\end{equation*}
$$

by choosing $\varepsilon_{0}>0$ suitably small a substantial amount of interaction would take place within the time interval $\left[t_{m-1}, t_{m}\right]$, in contradiction with (7.63). Hence (7.67) holds, and on the interval $\left[x_{1}, x_{2}\right]$ the function $u\left(t_{m-1}\right)$ contains a shock satisfying (7.65), plus possibly other waves of small total strength. The remainder of the proof is similar to CASE 1.

In CASE 3, for some $r_{0}>0$ and all $t \in\left[\tau-r_{0}, \tau[\right.$, on the interval $J(t)$ the function $\tilde{u}(t)$ will contain two shocks, say of sizes $\tilde{\sigma}_{1}(t), \tilde{\sigma}_{2}(t)$. In this case, we first show that for any $\varepsilon_{0}>0$, every solution $u(t)$ suitably close to $\tilde{u}$ also contains two shocks of sizes $\sigma_{1}, \sigma_{2}$, with

$$
\begin{equation*}
\left|\sigma_{i}(t)-\tilde{\sigma}_{i}(t)\right|<\varepsilon_{0} \quad i=1,2, t \in\left[\tau-r^{*}, \tau\right] . \tag{7.68}
\end{equation*}
$$

Then we proceed as in CASE 1.

## CHAPTER 8

## Proof of Proposition 8

Proposition 8 is a consequence of the Lemma s $1,2,3$ stated in Section 2. This entire section is thus devoted to proving these lemmas.

Proof of Lemma 1. By assumption, every point $(t, x)$ is contained in the interior of a stabilizing block. The conclusion will thus follow from the compactness of the set $[-M, M] \times\left[t^{*}, T\right]$. Indeed, let $\tilde{u}$ be a structurally stable $\varepsilon$-solution. Fix any $\tau \in\left[t^{*}, T\right]$. For each $x \in[-M, M]$ the conclusions of Proposition 7 hold at the point $(\tau, x)$, for some $r^{*}=r^{*}(x)>0$. Choose finitely many points $x_{1}, \ldots, x_{\nu}$ so that

$$
\begin{equation*}
[-M, M] \subseteq \bigcup_{j=1}^{\nu}\left[x_{j}-r^{*}\left(x_{j}\right), x_{j}+r^{*}\left(x_{j}\right)\right] \tag{8.1}
\end{equation*}
$$

Define

$$
\begin{equation*}
\rho(\tau) \doteq \min _{j=1, \ldots, \nu} r^{*}\left(x_{j}\right) \tag{8.2}
\end{equation*}
$$

Repeat the same construction for each $\tau$, then choose times $\tau_{1}<\cdots<\tau_{N}$ such that

$$
\begin{equation*}
\left.\left[t^{*}, T\right] \subseteq \bigcup_{i=1}^{N}\right] \tau_{i}-\rho\left(\tau_{i}\right), \tau_{i}+\rho\left(\tau_{i}\right)[ \tag{8.3}
\end{equation*}
$$

By inserting points $0<t_{0}<\tau_{1}<t_{1}<\cdots<\tau_{N}<t_{N}=T$ with

$$
\begin{equation*}
\left[t_{i-1}, t_{i}\right] \subseteq\left[\tau_{i}-\rho\left(\tau_{i}\right), \tau_{i}+\rho\left(\tau_{i}\right)\right] \tag{8.4}
\end{equation*}
$$

all conclusions of Lemma 1 are satisfied.

Proof of Lemma 3. It suffices to consider a regular path $\gamma:[a, b] \mapsto B V$, with each $u^{\theta}=\gamma(\theta)$ having the same number of jumps, say at $x_{1}^{\theta}<\cdots<x_{N}^{\theta}$, with $x_{\alpha}^{\theta} \in[-M, M]$ for all $\theta, \alpha$. Moreover, let all functions $u^{\theta}$ coincide outside the interval $[-M, M]$. For a given $\nu \geq 1$, define

$$
\begin{equation*}
\theta_{m} \doteq a+\frac{m}{\nu}(b-a) \quad m=0, \ldots, \nu \tag{8.5}
\end{equation*}
$$

If $\nu$ is sufficiently large, for each $m$ there exist points $p_{\alpha}\left(=p_{m, \alpha}\right)$ such that

$$
\text { (8.6) }-M<p_{0}<x_{1}^{\theta}<p_{1}<\cdots<p_{N-1}<x_{N}^{\theta}<p_{N}<M \quad \forall \theta \in\left[\theta_{m-1}, \theta_{m}\right] .
$$

We now replace the restriction of the original path $\gamma$ to $\left[\theta_{m-1}, \theta_{m}\right]$ with a new path $\gamma^{\prime}$ defined as follows. If $\vartheta \in\left[-M, p_{0}\right] \cup\left[p_{N}, M\right]$ we set

$$
\begin{equation*}
\gamma^{\prime \prime}(\vartheta) \doteq u^{\theta_{m}} \cdot \chi_{]-\infty, \vartheta]}+u^{\theta_{m-1}} \cdot \chi_{] \vartheta, \infty[ } \tag{8.7}
\end{equation*}
$$

The same definition (8.7) is valid if $\left.\vartheta \in] p_{\alpha-1}, p_{\alpha}\right]$ and $x_{\alpha}^{\theta_{m-1}} \leq x_{\alpha}^{\theta_{m}}$. On the other hand, if $\left.\vartheta \in] p_{\alpha-1}, p_{\alpha}\right]$ but $x_{\alpha}^{\theta_{m-1}}>x_{\alpha}^{\theta_{m}}$, we set
(8.8)

$$
\gamma^{\prime \prime}(\vartheta) \doteq u^{\theta_{m}} \cdot \chi_{]-\infty, p_{\alpha-1}\right] \cup\right] p_{\alpha-1}+p_{\alpha}-\vartheta, p_{\alpha}\right]}+u^{\theta_{m-1}} \cdot \chi_{] p_{\alpha-1}, p_{\alpha-1}+p_{\alpha}-\vartheta\right] \cup\right] p_{\alpha}, \infty[. . ~}
$$

Clearly, $\gamma^{\prime \prime}$ is a piecewise regular path, with $\gamma^{\prime \prime}(-M)=\gamma\left(\theta_{m-1}\right), \gamma^{\prime \prime}(M)=\gamma\left(\theta_{m}\right)$. We now perform a suitable parameter rescaling: $\theta \mapsto \vartheta(\theta)$, mapping $\left[\theta_{m-1}, \theta_{m}\right]$ onto $[-M, M]$, and define the path

$$
\begin{equation*}
\gamma^{\prime}(\theta) \doteq \gamma^{\prime \prime}(\vartheta(\theta)) \quad \theta \in\left[\theta_{m-1}, \theta_{m}\right] \tag{8.9}
\end{equation*}
$$

Applying the same procedure to each subinterval $\left[\theta_{m-1}, \theta_{m}\right]$ we thus obtain a path $\gamma^{\prime}:[a, b] \mapsto B V$ which has localized variation and coincides with $\gamma$ at each point $\theta_{m}, m=0, \ldots, \nu$.

We can now consider a sequence of paths $\left(\gamma_{\nu}^{\prime}\right)_{\nu \geq 1}$, constructed as above. Letting $\nu \rightarrow \infty$, from the regularity of the original path $\gamma$ it follows

$$
\begin{equation*}
\lim _{\nu \rightarrow \infty} \sup _{\theta \in[a, b]}\left\|\gamma_{\nu}^{\prime}(\theta)-\gamma(\theta)\right\|_{\mathbf{L}^{1}}=0, \quad \quad \lim _{\nu \rightarrow \infty}\left\|\gamma_{\nu}^{\prime}\right\|_{\star}=\|\gamma\|_{\star} \tag{8.10}
\end{equation*}
$$

Hence, choosing $\nu$ suitably large, all conclusions of Lemma 3 are satisfied.

Proof of Lemma 2. As a preliminary, we give a formula for the weighted length of a tangent vector, providing the appropriate extension of (2.32)-(2.35) to the case of a function $u$ with arbitrary jumps, not necessarily consisting of a single shock. Let $u$ be a piecewise Lipschitz function having jumps at the points $x_{1}<\ldots<x_{N}$. Assume that the $\varepsilon$-solution of the Riemann problem determined by the jump at $x_{\alpha}$ consists of waves of sizes $\sigma_{\alpha}^{1}, \ldots, \sigma_{\alpha}^{n}$. Let the components of $v, u_{x}$ be as in (2.31). The weighted norm of a generalized tangent vector $(v, \xi) \in T_{u} \doteq \mathbf{L}^{1} \times \mathbb{R}^{N}$ is then defined as

$$
\begin{equation*}
\|(v, \xi)\|_{u}^{\star} \doteq \sum_{i=1}^{n} \int_{-\infty}^{\infty}\left|v_{i}(x)\right| W_{i}^{u}(x) d x+\sum_{\alpha=1}^{N} \sum_{i=1}^{n}\left|\xi_{\alpha}\right|\left|\sigma_{\alpha}^{i}\right| W_{i}^{u}\left(x_{\alpha}\right) . \tag{8.11}
\end{equation*}
$$

The weight $W_{i}^{u}(x)$ assigned to an $i$-wave located at $x$ has the form

$$
\begin{equation*}
W_{i}^{u}(x) \doteq 1+\kappa_{1} R_{i}^{u}(x)+\kappa_{1} \kappa_{2} Q(u) \tag{8.12}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{i}^{u}(x) \doteq {\left[\sum_{j \leq i} \int_{x}^{\infty}+\sum_{j \geq i} \int_{-\infty}^{x}\right]\left|u_{x}^{j}(y)\right| d y+\left[\sum_{\substack{j \leq i \\
x_{\alpha}>x}}+\sum_{\substack{j \geq i \\
x_{\alpha}<x}}\right]\left|\sigma_{\alpha}^{j}\right| }  \tag{8.13}\\
&+ \begin{cases}\sigma_{\alpha}^{i} & \text { if } x=x_{\alpha} \text { and } \sigma_{\alpha}^{i}>0, \\
0 & \text { otherwise. }\end{cases} \\
& Q(u) \doteq \sum_{i \leq j} \iint_{x<y}\left|u_{x}^{j}(x)\right|\left|u_{x}^{i}(y)\right| d x d y+\sum_{\substack{i \leq j \\
x_{\alpha}<x_{\beta}}}\left|\sigma_{\alpha}^{j} \sigma_{\beta}^{i}\right|+\sum_{\substack{i, \alpha \\
\sigma_{\alpha}^{i}>0}}\left(\sigma_{\alpha}^{i}\right)^{2}  \tag{8.14}\\
&+ \sum_{\alpha, j}\left[\sum_{i \leq j}\left|\sigma_{\alpha}^{j}\right| \int_{x_{\alpha}}^{\infty}\left|u_{x}^{i}(x)\right| d x+\sum_{i \geq j}\left|\sigma_{\alpha}^{j}\right| \int_{-\infty}^{x_{\alpha}}\left|u_{x}^{i}(x)\right| d x\right]
\end{align*}
$$

and $\kappa_{1}, \kappa_{2}$ are suitably large constants. In terms of the measures $\mu_{i}$ introduced in Section 1, the quantities (8.13), (8.14) can be written as

$$
\begin{gather*}
R_{i}^{u}(x) \doteq \sum_{j \leq i} \mu_{j}(] x, \infty[)+\sum_{j \geq i} \mu_{j}(]-\infty, x[)+\left[\mu_{i}(\{x\})\right]_{+}  \tag{8.15}\\
\left.Q(u) \doteq \sum_{i \leq j}\left(\left|\mu_{j}\right| \times\left|\mu_{i}\right|\right)(\{ )(x, y) ; x<y\}\right)+\sum_{\substack{i, x \\
\mu_{i}(\{x\})>0}} \mu_{i}(\{x\})^{2} . \tag{8.16}
\end{gather*}
$$

The weighted length $\|\gamma\|_{\star}$ of a piecewise regular path and the weighted distance $d^{\star}\left(u, u^{\prime}\right)$ between two functions are then defined by (1.47), (1.48), respectively.

To simplify the notations, we assume that

$$
\begin{equation*}
\Gamma=\{(t, x) ; t \in[0, T],|x| \leq 4 \rho-t\} \tag{8.17}
\end{equation*}
$$

with $\rho>T$. Moreover, we assume that all functions $\bar{u}^{\theta} \doteq u^{\theta}(0, \cdot)$ coincide outside the interval $[-\rho, \rho]$ and satisfy one of the conclusions (i) or (ii) or (iii) in Proposition 7 on the interval $[-4 \rho, 4 \rho]$. In particular, the values

$$
\begin{equation*}
u^{-} \doteq \bar{u}^{\theta}(-4 \rho) \quad u^{+} \doteq \bar{u}^{\theta}(4 \rho) \tag{8.18}
\end{equation*}
$$

are independent of $\theta$. For each $\theta \in \Theta$, define the truncated functions

$$
\hat{u}^{\theta}(x) \doteq \begin{cases}\bar{u}^{\theta}(x) & \text { if } x \in[-4 \rho, 4 \rho]  \tag{8.19}\\ u^{-} & \text {if } x<-4 \rho, \\ u^{+} & \text {if } x>4 \rho .\end{cases}
$$

By the assumptions in Lemma 2, all functions $\hat{u}^{\theta}$ lie within a domain $\mathcal{D}$ consisting of:
CASE 1. Functions having no large shocks, and total variation $<C \varepsilon^{2}$.
CASE 2. Functions having exactly one large shock, say in the $k$-th family, and total variation (outside this shock) $<C \varepsilon^{8}$.
CASE 3. (a) Functions having exactly two large shocks, and total variation $<C \varepsilon^{20}$ outside these two shocks, together with (b) functions generated by the interaction of the two shocks in a solution of type (a).
Observe that, in Cases 1 and 2, our present domain $\mathcal{D}$ is a special case of the domains $\mathcal{D}_{\left(u^{-}, u^{+}\right)}$considered in Proposition 5. The constructive procedures developed in Sections 3, 4 can thus be used. Case 3 is somewhat different, and the construction of piecewise Lipschitz approximations therefore needs to be suitably modified, taking into account the possible interaction of the two large shocks. In the following, we will work out a detailed proof of Lemma 2 in Case 2. The same arguments can be easily adapted to Case 1 , which is much easier. The modifications needed to cover Case 3 will be discussed at the end of the section.

In the main part of the proof, we show that the weighted length of the path $\gamma_{t}: \theta \mapsto S_{t}^{\varepsilon} u^{\theta}$ does not increase in time, under the additional assumption that $\bar{u}^{\theta}=\hat{u}^{\theta}$ for all $\theta$. Afterwards, we show that the result remains true in the general case, relying on the fact that all functions $u^{\theta}$ coincide outside the region $\Gamma$.

The basic idea is to construct a path $\tilde{\gamma}: \theta \mapsto w^{\theta}$ of approximate $\varepsilon$-solutions such that:

- The weighted length of the path $\tilde{\gamma}_{0}: \theta \mapsto w^{\theta}(0, \cdot)$ is arbitrarily close to the weighted length of the path $\gamma_{0}: \theta \mapsto \bar{u}^{\theta}$.
- For all $t \in[0, T]$ and $\theta \in \Theta$, the distance $\left\|w^{\theta}(t, \cdot)-u^{\theta}(t, \cdot)\right\|_{\mathbf{L}^{1}}$ remains arbitrarily small.
- The increase in the weighted length of the path $\tilde{\gamma}_{t}: \theta \mapsto w^{\theta}(t, \cdot)$ is arbitrarily small, as $t$ varies from 0 to $T$.
We remark that, for a path $\tilde{\gamma}$ of piecewise Lipschitz approximate solutions constructed as in Sections 3-4, the increase in the weighted length $\left\|\tilde{\gamma}_{t}\right\|_{\star}$ defined by (3.44)-(3.47) can be kept arbitrarily small. Our present goal is to show that the same result holds if (3.34) and (3.46) are replaced respectively by (8.14) and (8.13), provided that the width $\delta_{2}$ of the shock layers in (3.5) is sufficiently small. The proof will be accomplished by first reducing the problem to a few special cases.

1. Observe that a family of approximate $\varepsilon$-solutions of (1.1) can be obtained by choosing a time step $\Delta t=\delta_{1}>0$ and performing a cyclical concatenation of $n$ distinct flows:

$$
\begin{equation*}
w^{\theta}(t)=\cdots S_{\Delta t}^{2} \circ S_{\Delta t}^{1} \circ S_{\Delta t}^{n} \circ \cdots \circ S_{\Delta t}^{2} \circ S_{\Delta t}^{1} \bar{w}^{\theta} \tag{8.20}
\end{equation*}
$$

where each $S^{h}$ is a semigroup related to the hyperbolic system (1.44), with $n-$ 1 linearly degenerate fields. For $h=1, \ldots, n$, a convenient way to define the semigroup $S^{h}: \mathcal{D} \times[0, \infty[\mapsto \mathcal{D}$ is to specify how it acts on piecewise Lipschitz data. This is done as follows.

Let $\mathcal{D}$ be as in (2.8), with $\eta=O\left(\varepsilon^{8}\right)$. Observe that every $u \in \mathcal{D}$ has a single large $k$-shock, say located at the point $y_{k}$. Introduce the speeds

$$
\begin{gather*}
\lambda_{i}^{*}=\lambda_{i}\left(u^{-}\right) \quad i \neq k, \\
\lambda_{k}^{*}=\lambda_{k}\left(u^{-}\right), \lambda_{k}^{* *}=\lambda_{k}\left(u^{+}\right) . \tag{8.21}
\end{gather*}
$$

We are of course in a special case of (3.1), with $\S=\{k\}$. Consider the hyperbolic system

$$
\begin{equation*}
u_{t}+A_{h}(x, u) u_{x}=0 \tag{8.22}
\end{equation*}
$$

where $A_{h}$ is the matrix with the same eigenvectors as $A(u)$, and whose eigenvalues $\lambda_{1}^{(h)}, \ldots, \lambda_{n}^{(h)}$ are as follows:

$$
\lambda_{i}^{(h)}= \begin{cases}\lambda_{i}^{*} & \text { if } i \neq k  \tag{8.23}\\ \lambda_{i}^{*} & \text { if } i=k, x<y_{k} \\ \lambda_{i}^{* *} & \text { if } i=k, x>y_{k}\end{cases}
$$

in the case $i \neq h$, while

$$
\begin{equation*}
\lambda_{h}^{(h)}=\lambda_{h}^{*}+n\left(\lambda_{h}(u)-\lambda_{h}^{*}\right) \tag{8.24}
\end{equation*}
$$

if $h \neq k$, and

$$
\lambda_{h}^{(h)}= \begin{cases}\lambda_{h}^{*}+n\left(\lambda_{h}(u)-\lambda_{h}^{*}\right) & \text { if } x<y_{k},  \tag{8.25}\\ \lambda_{h}^{* *}+n\left(\lambda_{h}(u)-\lambda_{h}^{* *}\right) & \text { if } x>y_{k}\end{cases}
$$

if $h=k$.
Concerning the shocks, we require that the single large jump at $y_{k}$ satisfies the $\varepsilon$-Rankine Hugoniot equations (2.3)-(2.5) with $i=k$. Every small shock, say of the
$j$-th family, located at $y_{\alpha}$, satisfies the relations

$$
\begin{equation*}
u\left(y_{\alpha}+\right)=R_{j}\left(\sigma_{\alpha}\right)\left(u\left(y_{\alpha}-\right)\right) \tag{8.26}
\end{equation*}
$$

for some wave size $\sigma_{\alpha}$. If $j \neq h$, the speed of a small $j$-shock is

$$
\dot{y}_{\alpha}= \begin{cases}\lambda_{j}^{*} & \text { if } j \neq k  \tag{8.27}\\ \lambda_{j}^{*} & \text { if } j=k, y_{\alpha}<y_{k} \\ \lambda_{j}^{* *} & \text { if } j=k, y_{\alpha}>y_{k}\end{cases}
$$

Finally, the speed of a small $h$-shock is

$$
\begin{equation*}
\dot{y}_{\alpha}=(1-n) \lambda_{h}^{*}+\frac{n}{\left|\sigma_{\alpha}\right|} \int_{\sigma_{\alpha}}^{0} \lambda_{h}\left(R_{h}(s)\left(u\left(y_{\alpha}-\right)\right)\right) d s \tag{8.28}
\end{equation*}
$$

if $h \neq k$ or if $h=k, y_{\alpha}<y_{k}$, while

$$
\begin{equation*}
\dot{y}_{\alpha}=(1-n) \lambda_{h}^{* *}+\frac{n}{\left|\sigma_{\alpha}\right|} \int_{\sigma_{\alpha}}^{0} \lambda_{h}\left(R_{h}(s)\left(u\left(y_{\alpha}-\right)\right)\right) d s \tag{8.29}
\end{equation*}
$$

if $h=k, y_{\alpha}>y_{k}$. We now define $S^{h}$ as the unique Lipschitz semigroup with domain $\mathcal{D}$ as in (2.8) with the following property. If $\bar{u} \in \mathcal{D}$ is piecewise constant, then for $t>0$ small $S_{t}^{h} \bar{u}$ is the unique piecewise Lipschitz function which satisfies the quasilinear hyperbolic system (8.22) a.e., together with the relations (8.26)(8.29) along the shock lines.

Observe that, if in the approximations constructed in Sections 3-4 we vary the width of the shock layer $\delta_{2}>0$ and keep the time step $\delta_{1}>0$ fixed, then on each subinterval $I_{m, h}(m \geq 0)$ at (3.2) in the limit $\delta_{2} \rightarrow 0$ we obtain precisely the flow of $S^{h}$. The existence and uniqueness of the semigroup $S^{h}$ thus follows from the analysis in Sections $3-5$ as a special case. If we can show that each $S^{h}$ is contractive for the weighted distance determined by (8.11)-(8.14), the same will of course hold for every concatenation of the form (8.20). Letting $\Delta t \rightarrow 0$, by possibly taking a convergent subsequence, we thus obtain a Lipschitz semigroup $\widehat{S}$. The same arguments used in the proof of Proposition 5 now show that $\widehat{S}_{t} \bar{u}=S_{t}^{\varepsilon} \bar{u}$ for every piecewise constant $\bar{u}$ and every $t>0$ small enough. By uniqueness, $\widehat{S}=S^{\varepsilon}$. In particular, by taking $\Delta t>0$ small enough, we can assume that the distance between the flow of $S^{\varepsilon}$ and the corresponding concatenation of flows in (8.20) is as small as we like.

The proof is thus reduced to showing that the flow of each semigroup $S^{h}$, $h=1, \ldots, n$, is contractive w.r.t. the metric (8.11)-(8.14). More precisely, given a regular path of initial data $\gamma_{0}: \theta \mapsto \bar{u}^{\theta} \in \mathcal{D}$, for each $\varepsilon^{\prime}>0$ it suffices to exhibit a path $\left.\tilde{\gamma}_{T}: \theta \mapsto w^{\theta}(T,) \cdot\right)$ such that

$$
\begin{align*}
& \left\|\tilde{\gamma}_{T}\right\|_{\star} \leq\left\|\gamma_{0}\right\|_{\star}+\varepsilon^{\prime}  \tag{8.30}\\
& \left\|\tilde{\gamma}_{T}(\theta)-S_{T}^{h} \bar{u}^{\theta}\right\|_{\mathbf{L}^{1}}<\varepsilon^{\prime} \quad \theta \in \Theta . \tag{8.31}
\end{align*}
$$

2. As a second reduction, we observe that any path $\gamma$ can be approximated by a path $\gamma^{\prime}$ having localized variation. More precisely, $\gamma^{\prime}$ can be chosen to be a finite concatenation of paths of the form (8.7) or (8.8). Furthermore, any path of the form (8.7) or (8.8) can be approximated by another path where $u^{\theta_{m}}, u^{\theta_{m-1}}$ are piecewise constant.

Now consider a path of the form

$$
\begin{equation*}
\gamma(\theta)=u \cdot \chi_{]-\infty, \theta]}+u^{\prime} \cdot \chi_{] \theta, \infty[ } \quad \theta \in \Theta \doteq[a, b] \tag{8.32}
\end{equation*}
$$

assuming that $u, u^{\prime}$ are piecewise constant and $u(x)=u^{b}, u^{\prime}(x)=u^{\sharp}$ for all $x \in$ $[a, b]$. Let $\omega_{0}=u^{b}, \omega_{1}, \cdots, \omega_{n}=u^{\sharp}$ be the states determined by the $\varepsilon$-solution of the Riemann problem with data $u^{b}, u^{\sharp}$. Then the concatenation $\gamma_{n} \circ \cdots \circ \gamma_{1}$, with

$$
\begin{equation*}
\gamma_{i}(\theta)=u \cdot \chi_{]-\infty, a]}+\omega_{i-1} \cdot \chi_{] a, \theta]}+\omega_{i} \cdot \chi_{j \theta, b]}+u^{\prime} \cdot \chi_{] b, \infty]} \tag{8.33}
\end{equation*}
$$

has the same weighted length as the original path $\gamma$.
3. Thanks to the above remarks, it suffices to construct a path of approximate solutions $\tilde{\gamma}: \theta \mapsto w^{\theta}$, satisfying (8.30)-(8.31), under the following additional assumptions:
(A) The path $\gamma_{0}: \theta \mapsto \bar{u}^{\theta}$ has the form (8.32), with $u, u^{\prime}$ piecewise constant, $u(x)=u^{b}, u^{\prime}(x)=u^{\sharp}$ for $x \in[a, b]$, and each Riemann problem determined by a jump in $\bar{u}^{\theta}$ is solved by a single wave. Moreover, $[a, b] \subseteq[-\rho, \rho]$.
We shall distinguish four cases, assuming that the jump ( $u^{b}, u^{\sharp}$ ) is
(i) the large $k$-shock,
(ii) a small $h$-shock,
(iii) a small $j$-rarefaction, for some $j \in\{1, \ldots, n\}$,
(iv) a small $j$-shock, for some $j \neq h$.

In all cases, we insert a thin shock layer of width $\delta_{2}>0$ around the large $k$-shock, say

$$
\begin{equation*}
\left[y_{k}^{*}, y_{k}^{* *}\right] \doteq\left[y_{k}-\delta_{2}, y_{k}+\delta_{2}\right] \tag{8.34}
\end{equation*}
$$

and construct piecewise Lipschitz approximate solutions following the same procedure used in Sections 3-4. Observe that we are here in the special case where $\S=\{k\}$ and all the small shocks belong to the $h$-th family. A straightforward application of the estimates (3.52)-(3.75) on tangent vectors, however, is not possible. Indeed, the weighted norm introduced at (8.11)-(8.14) is different from the norm (3.44)-(3.47) because:

- waves of the same family are now always regarded as approaching,
- in (8.13) there is no term related to the shock layer around the big shock.

To keep track of how the weighted length of a path $\gamma_{t}: \theta \mapsto u^{\theta}(t, \cdot)$ changes in time, we consider an auxiliary weighted norm, defined as follows. Let $u$ be piecewise Lipschitz with jumps at points $y_{\alpha}, \alpha \in \S \cup \S^{\prime}=\{k\} \cup \S^{\prime}$. To fix the ideas, let $h>k$, the other cases being similar. Let $u$ have a small $h$-shock of strength $\left|\sigma_{\alpha}\right|$ at each point $y_{\alpha}, \alpha \in \S^{\prime}$, together with a large $k$-shock at $y_{k}$. Let $y_{k}^{*}, y_{k}^{* *}$ be as in (8.34). We then define

$$
\begin{equation*}
\|(v, \xi)\|_{u}^{\diamond} \doteq \sum_{i=1}^{n} \int_{-\infty}^{\infty} \widetilde{W}_{i}^{u}(x)\left|v_{i}(x)\right| d x+\sum_{\alpha \in \S \cup \S^{\prime}} \widetilde{W}_{k_{\alpha}}^{u}\left|\sigma_{\alpha}\right|\left|\xi_{\alpha}\right|-\varepsilon^{3} \int_{y_{k}^{*}}^{y_{k}}\left|v_{h}(x)\right| d x \tag{8.35}
\end{equation*}
$$

$$
\begin{equation*}
\widetilde{W}_{i}^{u}(x) \doteq 1+\kappa_{1} \widetilde{R}_{i}^{u}(x)+\kappa_{1} \kappa_{2} Q(u) \tag{8.36}
\end{equation*}
$$

Here $Q(u)$ is the interaction potential (8.14), while for $x \neq y_{k}$ we set

$$
\begin{align*}
& \widetilde{R}_{i}^{u}(x) \doteq\left[\sum_{j \leq i} \int_{x}^{\infty}+\sum_{j \geq i} \int_{-\infty}^{x}\right]\left|u_{x}^{j}(y)\right| d y+\left[\sum_{\substack{\alpha \in \mathcal{S} \mathcal{g}^{\prime} \\
k_{\alpha} \leq i, y_{\alpha}>x}}+\sum_{\substack{\alpha \in \mathcal{S} \S^{\prime} \\
k_{\alpha} \geq i, y_{\alpha}<x}}\right]\left|\sigma_{\alpha}\right| \\
& +  \tag{8.37}\\
& + \begin{cases}0 & \text { if } x \notin\left[y_{k}^{*}, y_{k}^{* *}\right], \\
-\varepsilon^{3} & \text { if } x \in\left[y_{k}^{*}, y_{k}[, i \geq k, \text { or if } x \in] y_{k}, y_{k}^{* *}\right], i \leq k, \\
\varepsilon^{3} & \text { if } x \in\left[y_{k}^{*}, y_{k}[, i<k, \text { or if } x \in] y_{k}, y_{k}^{* *}\right], i>k .\end{cases}
\end{align*}
$$

For the large $k$-shock located at $y_{k}$ we define

$$
\begin{align*}
\widetilde{R}_{k}^{u}\left(y_{k}\right) \doteq & {\left[\sum_{j \leq k} \int_{y_{k}}^{\infty}+\sum_{j \geq k} \int_{-\infty}^{y_{k}}\right]\left|u_{x}^{j}(y)\right| d y+\left[\sum_{\substack{\alpha \in \S^{\prime} \\
k_{\alpha} \leq k, y_{\alpha}>y_{k}}}+\sum_{\substack{\alpha \in \S^{\prime} \\
k_{\alpha} \geq k, y_{\alpha}<y_{k}}}\right]\left|\sigma_{\alpha}\right| }  \tag{8.38}\\
& +\varepsilon \cdot\left\{\int_{y_{k}^{*}}^{y_{k}}\left(\sum_{j<k}\left|u_{x}^{j}(x)\right|-\sum_{j \geq k}\left|u_{x}^{j}(x)\right|\right) d x+\int_{y_{k}}^{y_{k}^{* *}}\left(\sum_{j>k}\left|u_{x}^{j}(x)\right|-\sum_{j \leq k}\left|u_{x}^{j}(x)\right|\right) d x\right. \\
& \left.+\sum_{\substack{\left.\left.\beta \in \S^{\prime} \\
y_{\beta} \in\right] y_{k}, y_{k}^{* *}\right]}}\left|\sigma_{\beta}\right|-\sum_{\substack{\beta \in \S^{\prime} \\
y_{\beta} \in\left[y_{k}^{*}, y_{k}[ \right.}}\left|\sigma_{\beta}\right|\right\}
\end{align*}
$$

The weighted length of a path $\gamma$ corresponding to the metric (8.35)-(8.38) will be denoted by $\|\gamma\|_{\diamond}$, while $\|\gamma\|_{\star}$ always refers to the metric (8.11)-(8.14). The definitions (8.35)-(8.38) are chosen so that, for a fixed $u$ and a tangent vector $(v, \xi)$, letting $\delta_{2} \rightarrow 0$ we have $y_{k}^{*}, y_{k}^{* *} \rightarrow y_{k}$ and hence

$$
\begin{equation*}
\lim _{\delta_{2} \rightarrow 0}\|(v, \xi)\|_{u}^{\diamond}=\|(v, \xi)\|_{u}^{\star} \tag{8.39}
\end{equation*}
$$

4. Let the assumptions (A) hold. We then construct approximate solutions $w^{\theta}$ as in Sections 3-4. During a time interval between two consecutive restarting times, a minor modification of the estimates (3.52)-(3.75) shows that the weighted length $\left\|\tilde{\gamma}_{t}\right\|_{\diamond}$ of the path $\tilde{\gamma}_{t}: \theta \mapsto w^{\theta}(t, \cdot)$ is a non-increasing function of time. Let us examine in more detail what happens at a time $t$ where a restarting algorithm is used.

- When a steep compressive $h$-wave is replaced by several small $h$-shocks, the weighted norm of tangent vectors decreases. Indeed, when a family of negative $h$-waves are collapsed into a single point, they are no longer regarded as approaching each other.
- When a small $h$-shock penetrates inside the shock layer around the big shock at $y_{k}$, it is replaced by a steep compression wave. In this case, the weighted norm of tangent vectors still decreases, because of the last term in (8.35).
- At the initial time $t=0$, we need to replace each piecewise constant function $u^{\theta}(0, \cdot)=\bar{u}^{\theta}$ by some other function $w^{\theta}(0, \cdot)$ having one large $k$-shock, possibly several small $h$-shocks, and no other jumps. More precisely, let $u^{\theta}$ have a $j_{\alpha}$-jump of size $\sigma_{\alpha}$ at each point $y_{\alpha}$ (independent of $\theta$ ), a large $k$-shock at the point $y_{k}$, and
a $j$-shock of strength $|\bar{\sigma}|$ at $x=\theta$. The restarting procedure will replace each jump with $j_{\alpha} \neq h$ with a continuous wave. In a neighborhood of each point $y_{\alpha}$, if $j_{\alpha} \neq h$, the new function $\tilde{\gamma}_{0}(\theta)=w^{\theta}(0, \cdot)$ will have the form

$$
w^{\theta}(0, x)= \begin{cases}\bar{u}^{\theta}\left(y_{\alpha}-\right) & \text { if } x<y_{\alpha}  \tag{8.40}\\ R_{j_{\alpha}}\left(\left(x-y_{\alpha}\right) \sigma_{\alpha} / \delta^{*}\right)\left(\bar{u}^{\theta}\left(y_{\alpha}-\right)\right) & \text { if } x \in\left[y_{\alpha}, y_{\alpha}+\delta^{*}\right] \\ \bar{u}\left(y_{\alpha}+\right) & \text { if } x>y_{\alpha}+\delta^{*}\end{cases}
$$

Here $R_{j}$ denotes a $j$-rarefaction curve and $\delta^{*}>0$ is a suitably small constant. Similarly, in a neighborhood of the point $x=\theta$, in cases (iii) and (iv) the function $w^{\theta}(0, \cdot)$ is given by

$$
w^{\theta}(0, x)= \begin{cases}u^{b} & \text { if } x<\theta,  \tag{8.41}\\ R_{j}\left((x-\theta) \bar{\sigma} / \delta^{*}\right)\left(u^{b}\right) & \text { if } x \in\left[\theta, \theta+\delta^{*}\right], \\ u^{\sharp} & \text { if } x>\theta+\delta^{*} .\end{cases}
$$

Here $\bar{\sigma}$ is the size of the jump $\left(u^{b}, u^{\sharp}\right)$, at $x=\theta$. If $j_{\alpha}=h$, then on a neighborhood of $y_{\alpha}$ we simply have $w^{\theta}(0, x)=\bar{u}^{\theta}(x)$. The same holds on a neighborhood of the big $k$-shock at $y_{k}$. Since $u^{\theta}$ does not change with $\theta$ outside $[a, b]$, by (8.41), in cases (iii)-(iv) the generalized tangent vector $(v, \xi)$ to the path $\tilde{\gamma}_{0}$ is computed by

$$
\begin{equation*}
v_{j}=-\frac{\bar{\sigma}}{\delta^{*}} \cdot \chi_{\left[\theta, \theta+\delta^{*}\right]}, \quad v_{i} \equiv 0 \text { for } i \neq j, \quad \xi \equiv 0 \tag{8.42}
\end{equation*}
$$

In cases (i), (ii) and (iii), choosing $\delta_{2}$ sufficiently small, the weighted length of the new path $\tilde{\gamma}_{0}: \theta \mapsto w^{\theta}(0, \cdot)$ is

$$
\begin{equation*}
\left\|\tilde{\gamma}_{0}\right\|_{\diamond}=\left\|\tilde{\gamma}_{0}\right\|_{\star}=\left\|\gamma_{0}\right\|_{\star}+\kappa_{1} \kappa_{2}(b-a)|\bar{\sigma}| \cdot \sum_{\substack{j_{\alpha} \neq, \sigma_{\alpha}<0}}\left|\sigma_{\alpha}\right|^{2}, \tag{8.43}
\end{equation*}
$$

where $|\bar{\sigma}|$ is the strength of the jump at $x=\theta$. The increase is due to the change in $Q$ at (8.14). In case (iv) we have

$$
\begin{equation*}
\left\|\tilde{\gamma}_{0}\right\|_{\diamond}=\left\|\tilde{\gamma}_{0}\right\|_{\star}=\left\|\gamma_{0}\right\|_{\star}+\kappa_{1}(b-a)|\bar{\sigma}|^{2}+\kappa_{1} \kappa_{2}(b-a)|\bar{\sigma}|\left(|\bar{\sigma}|^{2}+\sum_{\substack{j_{\alpha} \neq h, \rho_{\alpha}<0}}\left|\sigma_{\alpha}\right|^{2}\right) \tag{8.44}
\end{equation*}
$$

For any given $\varepsilon^{\prime}>0$, if $\delta_{2}, \delta^{*}$ in (8.34) and (8.40)-(8.41) are small enough and if all restarting procedures are suitably accurate, we then have

$$
\begin{equation*}
\left\|\tilde{\gamma}_{t}(\theta)-S_{T}^{h} \bar{u}^{\theta}\right\|_{\mathbf{L}^{1}}<\varepsilon^{\prime} \quad \text { for all } \theta \in[a, b],|t-T|<\delta \tag{8.45}
\end{equation*}
$$

for some $\delta>0$. Our main concern is thus to control the weighted length of the paths $\tilde{\gamma}_{t}: \theta \mapsto w^{\theta}(t, \cdot)$.
5. Before proceeding with the proof, let us point out the two main difficulties that we are facing.
(a) By (8.43) or (8.44), in general one has $\left\|\tilde{\gamma}_{0}\right\|_{\diamond}=\left\|\tilde{\gamma}_{0}\right\|_{\star}>\left\|\gamma_{0}\right\|_{\star}$. This is because the restarting performed at the initial time $t=0$ "spreads out" all small $j$-shocks $(j \neq h)$, thus increasing the length of the path.
To compensate for this, at the terminal time $t=T$ we shall replace the steep compressive $j$-waves $(j \neq h)$ with $j$-shocks. This will shorten the weighted length of the path $\tilde{\gamma}_{T}$ by the appropriate amount.
(b) The norms $\|(v, \xi)\|_{w}^{\diamond}$ and $\|(v, \xi)\|_{w}^{*}$ are constructed assigning different weights to waves inside the shock layer $\left[y_{k}^{*}, y_{k}^{* *}\right]$ in (8.34). Hence, the weighted lengths $\left\|\tilde{\gamma}_{T}\right\|_{\diamond}$ and $\left\|\tilde{\gamma}_{T}\right\|_{\star}$ may be substantially different.
Roughly speaking, this difficulty is overcome by choosing a time $\tau \in\left[T, T+\varepsilon_{0}\right]$ when "most part" of the tangent vector $\left(v^{\theta}, \xi^{\theta}\right)$ has already flowed out from the shock layer $\left[y_{k}^{\theta}-\delta_{2}, y_{k}^{\theta}+\delta_{2}\right]$, for most values of $\theta$. In this way, the weighted lengths $\left\|\tilde{\gamma}_{\tau}\right\|_{\diamond}$ and $\left\|\tilde{\gamma}_{\tau}\right\|_{\star}$ will be almost the same.

We first address (b). Observe that, for any given $\varepsilon^{\prime}>0$ and $\delta>0$ as in (8.45), we can choose $\left.\left.\varepsilon_{0} \in\right] 0, \delta\right]$ with the following property. If

$$
\begin{align*}
& \sum_{i=1}^{n} \int_{y_{k}^{*}}^{y_{k}^{* *}}\left|w_{x}^{i}(x)\right| d x+\sum_{y_{\alpha} \in\left[y_{k}^{*}, y_{k}^{* *}\right]}\left|\sigma_{\alpha}\right|<\varepsilon_{0}  \tag{8.46}\\
& \sum_{i=1}^{n} \int_{y_{k}^{*}}^{y_{k}^{* *}}\left|v_{i}(x)\right| d x+\sum_{y_{\alpha} \in\left[y_{k}^{*}, y_{k}^{* *}\right]}\left|\sigma_{\alpha}\right|\left|\xi_{\alpha}\right|<\varepsilon_{0} \tag{8.47}
\end{align*}
$$

for all $\theta \notin \Theta^{\prime}$, for some set $\Theta^{\prime} \subset \Theta$ with

$$
\begin{equation*}
\operatorname{meas}\left(\Theta^{\prime}\right)<\varepsilon_{0} \tag{8.48}
\end{equation*}
$$

then

$$
\begin{equation*}
\|\gamma\|_{\star}<\|\gamma\|_{\diamond}+\varepsilon^{\prime} . \tag{8.49}
\end{equation*}
$$

In (8.46)-(8.47), it is understood that $w=w^{\theta}(t, \cdot)=\gamma_{t}(\theta)$, while $(v, \xi)=\left(v^{\theta}, \xi^{\theta}\right)$ is the corresponding tangent vector. To establish (8.30), we thus need to prove the following

CLAIM: For any given $\varepsilon_{0}>0$, by choosing $\delta_{2}>0$ sufficiently small, there exists at least one time $\tau \in\left[T, T+\varepsilon_{0}\right]$ such that the corresponding estimates (8.46)-(8.47) hold for all $\theta$ in a set $\Theta \subset[a, b]$ satisfying (8.48).

Toward a proof of the above claim, the key observation is that all waves of all characteristic families cross the boundary region

$$
\begin{equation*}
B \doteq\left[y_{k}-\delta_{2}, y_{k}[\cup] y_{k}, y_{k}+\delta_{2}\right] \tag{8.50}
\end{equation*}
$$

transversally. Roughly speaking, if some function $w^{\theta}(T, \cdot)$ contains a large amount of waves inside the shock layer $B$, we can simply wait until a later time $T+\Delta t$, with $\Delta t=O\left(\delta_{2}\right)$, when all these waves will have moved outside $B$. Since $\varepsilon_{0}$ is fixed and $\delta_{2}$ can be chosen arbitrarily small, our claim holds. We now turn this intuitive argument into a rigorous proof.

Recalling (1.9), call

$$
\begin{equation*}
\Upsilon_{\theta}(t) \doteq V\left(w^{\theta}(t)\right)+C_{1} \cdot Q\left(w^{\theta}(t)\right), \tag{8.51}
\end{equation*}
$$

so that the quantity $\Upsilon_{\theta}\left(t_{1}\right)-\Upsilon_{\theta}\left(t_{2}\right)$ provides an upper bound for the total amount of interaction and cancellation in the solution $w^{\theta}$ during the time interval $\left[t_{1}, t_{2}\right]$. Moreover, define

$$
\begin{equation*}
\Upsilon_{\theta}^{\prime}(t) \doteq\left\|\left(v^{\theta}(t), \xi^{\theta}(t)\right)\right\|_{w^{\theta}(t)}^{\diamond} \tag{8.52}
\end{equation*}
$$

Observe that, for every fixed $\theta$, the positive variation of both functions $\Upsilon_{\theta}, \Upsilon_{\theta}^{\prime}$ can be made arbitrarily small by increasing the accuracy of the restarting procedure.

In the following, we fix a lower bound $\Delta \lambda>0$ for the absolute value of the difference between the speed of the large shock at $y_{k}$ and every other wave speed, for every function $w^{\theta}$. Given any solution $w^{\theta}$, if

$$
\begin{equation*}
x \in\left[y_{k}(t)-\delta_{2}, y_{k}(t)+\delta_{2}\right], \tag{8.53}
\end{equation*}
$$

then for every $i \in\{1, \ldots, n\}$ either the forward or the backward generalized $i$ characteristic through $(t, x)$ crosses the big $k$-shock at some time

$$
\begin{equation*}
t^{\prime} \in I_{t} \doteq\left[t-\delta_{2} / \Delta \lambda, t+\delta_{2} / \Delta \lambda\right] \tag{8.54}
\end{equation*}
$$

In particular, if (8.46) does not hold for $w^{\theta}$ at time $t$, then a uniformly positive amount of interaction and cancellation must take place within the time interval $I_{t}$, hence

$$
\begin{equation*}
\Upsilon_{\theta}\left(t-\delta_{2} / \Delta \lambda\right)-\Upsilon_{\theta}\left(t+\delta_{2} / \Delta \lambda\right)>\kappa \varepsilon_{0} \tag{8.55}
\end{equation*}
$$

for some constant $\kappa>0$. Similarly, if (8.47) fails, then

$$
\begin{equation*}
\Upsilon_{\theta}^{\prime}\left(t-\delta_{2} / \Delta \lambda\right)-\Upsilon_{\theta}^{\prime}\left(t+\delta_{2} / \Delta \lambda\right)>\kappa \varepsilon_{0} \tag{8.56}
\end{equation*}
$$

Let $K$ be a constant such that

$$
\begin{equation*}
V(u)+C_{1} \cdot Q(u)<K \tag{8.57}
\end{equation*}
$$

for all functions $u$ in the domain of the semigroup, and such that

$$
\begin{equation*}
\Upsilon_{\theta}^{\prime}(0)=\left\|\left(v^{\theta}(0), \xi^{\theta}(0)\right)\right\|_{w^{\theta}(0)}^{\diamond}<K \quad \forall \theta \in[a, b] \tag{8.58}
\end{equation*}
$$

Choose a large integer $N$ and a value $\delta_{2}>0$ so small that

$$
\begin{equation*}
N>\frac{2 K(b-a)}{\kappa \varepsilon_{0}^{2}}, \quad \frac{2 \delta_{2} N}{\Delta \lambda}<\varepsilon_{0} \tag{8.59}
\end{equation*}
$$

By the second inequality in (8.59), the interval $\left[T, T+\varepsilon_{0}\right]$ contains $N$ disjoint subintervals of the form

$$
\begin{equation*}
\left[t_{i}^{-}, t_{i}^{+}\right] \doteq\left[t_{i}-\delta_{2} / \Delta \lambda, t_{i}+\delta_{2} / \Delta \lambda\right] \tag{8.60}
\end{equation*}
$$

Assume that, for every $t_{i}$, (8.46) fails on a set $\Theta_{i}$ and (8.47) fails on a set $\Theta_{i}^{\prime}$, with

$$
\begin{equation*}
\operatorname{meas}\left(\Theta_{i}\right)+\operatorname{meas}\left(\Theta_{i}^{\prime}\right) \geq \varepsilon_{0} \tag{8.61}
\end{equation*}
$$

In this case we would have

$$
\begin{array}{ll}
\Upsilon_{\theta}\left(t_{i}^{-}\right)-\Upsilon_{\theta}\left(t_{i}^{+}\right)>\kappa \varepsilon_{0} & \Theta \in \Theta_{i}, \\
\Upsilon_{\theta}^{\prime}\left(t_{i}^{-}\right)-\Upsilon_{\theta}^{\prime}\left(t_{i}^{+}\right)>\kappa \varepsilon_{0} & \Theta \in \Theta_{i}^{\prime} . \tag{8.63}
\end{array}
$$

Therefore,

$$
\begin{aligned}
2 K(b-a) & \geq \int_{a}^{b} \Upsilon_{\theta}(T)-\Upsilon_{\theta}\left(T+\varepsilon_{0}\right) d \theta+\int_{a}^{b} \Upsilon_{\theta}^{\prime}(T)-\Upsilon_{\theta}^{\prime}\left(T+\varepsilon_{0}\right) d \theta \\
& \geq \sum_{i=1}^{N} \int_{a}^{b} \Upsilon_{\theta}\left(t_{i}^{-}\right)-\Upsilon_{\theta}\left(t_{i}^{+}\right) d \theta+\sum_{i=1}^{N} \int_{a}^{b} \Upsilon_{\theta}^{\prime}\left(t_{i}^{-}\right)-\Upsilon_{\theta}^{\prime}\left(t_{i}^{+}\right) d \theta \\
& \geq \sum_{i=1}^{N} \kappa \varepsilon_{0} \cdot\left(\operatorname{meas}\left(\Theta_{i}\right)+\operatorname{meas}\left(\Theta_{i}^{\prime}\right)\right) \\
& \geq N \kappa \varepsilon_{0}^{2}
\end{aligned}
$$

in contradiction with the choice of $N$ in (8.59). Hence, at some $t=t_{i}$, both (8.46) and (8.47) hold for $\theta$ in the set

$$
\begin{equation*}
\Theta \doteq[a, b] \backslash\left(\Theta_{i} \cup \Theta_{i}^{\prime}\right) \tag{8.64}
\end{equation*}
$$

satisfying (8.48). This proves the claim.
By the previous analysis, for every $\varepsilon^{\prime}>0$ we have shown the existence of a path $\tilde{\gamma}_{\tau}: \theta \mapsto w^{\theta}(\tau, \cdot)$ such that

$$
\begin{equation*}
\left\|\tilde{\gamma}_{\tau}\right\|_{\star} \leq\left\|\tilde{\gamma}_{0}\right\|_{\star}+\varepsilon^{\prime}, \quad\left\|\tilde{\gamma}_{\tau}(\theta)-S_{T}^{h} \bar{u}^{\theta}\right\|_{\mathbf{L}^{1}}<\varepsilon^{\prime} \quad \theta \in \Theta \tag{8.65}
\end{equation*}
$$

6. If now $\left\|\tilde{\gamma}_{0}\right\|_{\star}=\left\|\gamma_{0}\right\|_{\star}$, i.e. if the initial functions $\bar{u}^{\theta}$ do not contain any small $i$-shock, for all $i \neq h$, then the proof is completed. In the general case, we need to show that, at some terminal time $\tau \in\left[T, T+\varepsilon_{0}\right]$, one can collapse the $i$-compression waves $(i \neq h)$ back into a single shock and reduce the length of the path $\tilde{\gamma}_{\tau}$ by the appropriate amount.

To fix the ideas, let case (iii) hold, so that the jump $\left.\left(u^{b},\right) u^{\sharp}\right)$ is solved by a single $j$-rarefaction, say with $j>k$, and (8.43) holds. The other cases can be handled by similar techniques. For $i \neq h$, consider the linear equation

$$
\begin{equation*}
z_{t}+\lambda_{i}^{(h)} z_{x}=0 . \tag{8.66}
\end{equation*}
$$

Recall that, as in (3.4),

$$
\lambda_{i}^{(h)}= \begin{cases}\lambda_{i}^{*} & \text { if } i \neq k  \tag{8.67}\\ \lambda_{i}^{*} & \text { if } i=h, x<y_{k}(t) \\ \lambda_{i}^{* *} & \text { if } i=h, x>y_{k}(t)\end{cases}
$$

We now introduce the auxiliary functions $\hat{v}_{i}, \hat{w}_{x}^{i}$ (also depending on $\theta$ ), defined as follows. For $i \neq h, \hat{v}_{i}$ is the solution of (8.66) with initial data

$$
\hat{v}_{i}(0, x)= \begin{cases}0 & \text { if } i \neq j,  \tag{8.68}\\ -\left(\bar{\sigma} / \delta^{*}\right) \cdot \chi_{\left[\theta, \theta+\delta^{*}\right]}(x) & \text { if } i=j,\end{cases}
$$

while $\hat{w}_{x}^{i}$ is the solution of (8.66) with initial data

$$
\begin{equation*}
\hat{w}_{x}^{i}(0, x)=w_{x}^{i}(0, x) . \tag{8.69}
\end{equation*}
$$

Moreover, we set

$$
\begin{gather*}
\hat{v}_{h} \equiv 0, \quad \hat{w}_{x}^{h} \equiv 0,  \tag{8.70}\\
\tilde{v}_{i} \doteq v_{i}-\hat{v}_{i}, \quad \tilde{w}_{x}^{i} \doteq w_{x}^{i}-\hat{w}_{x}^{i} \quad i=1, \ldots, n . \tag{8.71}
\end{gather*}
$$

Consider the auxiliary weighted norm $\|(v, \xi)\|_{w}^{\infty}$, defined as in (8.35)-(8.38) and (8.14), replacing the quantity $\left|v_{i}\right|$ by $\left|\tilde{v}_{i}\right|+\left|\hat{v}_{i}\right|$ and $\left|w_{x}^{i}\right|$ by $\left|\tilde{w}_{x}^{i}\right|+\left|\hat{w}_{x}^{i}\right|$ throughout. In particular

$$
\begin{aligned}
\|(v, \xi)\|_{u}^{\infty} \doteq & \sum_{i=1}^{n} \int_{-\infty}^{\infty} \widetilde{W}_{i}^{w}(x)\left(\left|\tilde{v}_{i}(x)\right|+\left|\hat{v}_{i}(x)\right|\right) d x \\
& +\sum_{\alpha \in \S \cup \S^{\prime}} \widetilde{W}_{k_{\alpha}}^{w}\left|\sigma_{\alpha}\right|\left|\xi_{\alpha}\right|-\varepsilon^{3} \int_{y_{k}^{*}}^{y_{k}}\left|v_{h}(x)\right| d x
\end{aligned}
$$

where the weights $\widetilde{W}_{i}^{w}$ are obtained from (8.37)-(8.38) and (8.14) with the due replacements.

Call $\|\tilde{\gamma}\|_{\odot}$ the corresponding weighted length of the path $\tilde{\gamma}$. As in the previous cases, the positive variation of the function $t \mapsto\left\|\tilde{\gamma}_{t}\right\|_{\odot}$ can be made arbitrarily small by increasing the accuracy of the restarting procedures. In particular, for any given $\varepsilon^{\prime}>0$ we can assume

$$
\begin{equation*}
\left\|\tilde{\gamma}_{t}\right\|_{\odot} \leq\left\|\tilde{\gamma}_{0}\right\|_{\wp}+\varepsilon^{\prime} \quad t>0 \tag{8.72}
\end{equation*}
$$

At the initial time we have

$$
\begin{equation*}
\hat{v}_{h}=0, \quad \hat{w}_{x}^{h}=0, \quad \tilde{v}_{i}=0, \quad \tilde{w}_{x}^{i}=0 \quad \text { if } \quad i \neq h \tag{8.73}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\left\|\tilde{\gamma}_{0}\right\|_{\diamond}=\left\|\tilde{\gamma}_{0}\right\|_{\odot} . \tag{8.74}
\end{equation*}
$$

We now show that, at any time $\tau$, from $\tilde{\gamma}_{\tau}$ one can construct a shorter path $\bar{\gamma}_{\tau}$ by collapsing each compressive $i$-wave in $w^{\theta}(\tau, \cdot)$ into a single point. Let $\left\{y_{\alpha} ; \alpha \in \S^{\prime \prime}\right\}$ be the set of points (independent ) of $\theta$ ) where the initial functions $\bar{u}^{\theta}$ have a small shock, in some family $j_{\alpha} \neq h$. By construction, $w^{\theta}(0, \cdot)$ will thus have a steep compressive $j_{\alpha}$-wave on each interval $\left[y_{\alpha}, y_{\alpha}+\delta^{*}\right]$. At a given time $\tau>0$, consider the intervals

$$
\begin{equation*}
J_{\alpha} \doteq\left[y_{\alpha}+\lambda_{\alpha} \tau, y_{\alpha}+\lambda_{\alpha} \tau+\delta^{*}\right] \tag{8.75}
\end{equation*}
$$

where

$$
\lambda_{\alpha} \doteq \begin{cases}\lambda_{j_{\alpha}}^{*} & \text { if } j_{\alpha} \neq k,  \tag{8.76}\\ \lambda_{k}^{*} & \text { if } j_{\alpha}=k, y_{\alpha}<y_{k}, \\ \lambda_{k}^{* *} & \text { if } j_{\alpha}=k, y_{\alpha}>y_{k} .\end{cases}
$$

Moreover, call

$$
\begin{equation*}
J \doteq \bigcup_{\alpha \in \S^{\prime \prime}} J_{\alpha} \tag{8.77}
\end{equation*}
$$

The new path $\bar{\gamma}_{\tau}: \theta \mapsto \bar{w}^{\theta}(\tau, \cdot)$ is now obtained by collapsing each interval $J_{\alpha}$ into a single point. More precisely, we define $\bar{w}^{\theta}$ implicitly by setting

$$
\begin{equation*}
\bar{w}^{\theta}(\tau, x-\operatorname{meas}(J \backslash(-\infty, x])) \doteq w^{\theta}(\tau, x) \tag{8.78}
\end{equation*}
$$

Observe that, for any given $\varepsilon_{0}>0$, by choosing $\delta^{*}$ sufficiently small there exists some time $\tau \in\left[T, T+\varepsilon_{0}\right]$ where all intervals $J_{\alpha}$ are disjoint. Moreover, we can assume that there exists a small set of parameters $\Theta^{\prime} \subset \Theta$ satisfying (8.48), such that the relations (8.46)-(8.47) hold together with

$$
\begin{equation*}
y_{k}^{\theta}(\tau) \notin J \tag{8.79}
\end{equation*}
$$

for all $\theta \notin \Theta^{\prime}$. We now estimate the weighted length of the new path $\bar{\gamma}_{\tau}$. For $\theta \notin \Theta^{\prime}$, define

$$
\begin{equation*}
\S_{k}^{\prime \prime} \doteq\left\{\alpha \in \S^{\prime \prime} ; j_{\alpha}=k, y_{\alpha}+\lambda_{\alpha} t=y_{k}^{\theta}(t) \text { for some } t \in[0, \tau]\right\} . \tag{8.80}
\end{equation*}
$$

When a $k$-compression wave of strength $\left|\sigma_{\alpha}\right|$ impinges on the big $k$-shock of strength $\left|\sigma_{k}\right|$, an interaction of magnitude $\left|\sigma_{k} \sigma_{\alpha}\right| \gg\left|\sigma_{\alpha}\right|^{2}$ takes place, and the functional $Q$ decreases accordingly. This yields an estimate of the form

$$
\begin{equation*}
\left.\|(v, \xi) \tau)\left\|_{w(\tau)}^{\complement} \leq\right\|(v, \xi) 0\right) \|_{w(0)}^{\varrho}+\varepsilon^{\prime}-\kappa_{1} \kappa_{2}|\bar{\sigma}| \cdot \sum_{\alpha \in \S_{k}^{\prime \prime}}\left|\sigma_{\alpha}\right|^{2} . \tag{8.81}
\end{equation*}
$$

Moreover, for $\theta \notin \Theta^{\prime}$, when we replace $w^{\theta}$ by $\bar{w}^{\theta}$ the norm of the corresponding tangent vector satisfies the estimate

$$
\begin{equation*}
\|(\bar{v}, \bar{\xi})\|_{\bar{w}}^{\diamond} \leq\|(\bar{v}, \bar{\xi})\|_{\bar{w}}^{\infty} \leq\|(v, \xi)\|_{w}^{\varrho}-\kappa_{1} \kappa_{2}|\bar{\sigma}| \cdot \sum_{\alpha \in \S^{\prime \prime} \backslash \S_{k}^{\prime \prime}}\left|\sigma_{\alpha}\right|^{2} . \tag{8.82}
\end{equation*}
$$

Together, (8.49), (8.81)-(8.82) and (8.43) yield
$\left\|\bar{\gamma}_{\tau}\right\|_{\star} \leq\left\|\bar{\gamma}_{\tau}\right\|_{\diamond}+\varepsilon^{\prime} \leq\left\|\tilde{\gamma}_{0}\right\|_{\diamond}+2 \varepsilon^{\prime}-\kappa_{1} \kappa_{2}\left(b-a-\varepsilon_{0}\right)|\bar{\sigma}| \cdot \sum_{\alpha \in \S^{\prime \prime}}\left|\sigma_{\alpha}\right|^{2}+C \varepsilon_{0} \leq\left\|\gamma_{0}\right\|_{\star}+2 \varepsilon^{\prime}+C^{\prime} \varepsilon_{0}$
for some constants $C, C^{\prime}$. Since $\varepsilon^{\prime}, \varepsilon_{0}>0$ can be taken arbitrarily small, the result is proved.
7. The previous arguments yield a proof of Lemma 2 under the additional assumption that, for all $\theta \in \Theta$, in (8.19) we have $\hat{u}^{\theta}=\bar{u}^{\theta}$, i.e. that all initial data are constant outside the interval $[-4 \rho, 4 \rho]$.
To cover the general case, we first construct a path of approximate solutions $w^{\theta}$ on the trapezoid $\Gamma$, using the same procedures as before. Then we consider the path $\hat{\gamma}: \theta \mapsto \hat{w}^{\theta}$, where

$$
\hat{w}^{\theta}(x)= \begin{cases}w^{\theta}(0, x) & \text { if }|x|>4 \rho,  \tag{8.84}\\ w^{\theta}(T, x) & \text { if }|x|<4 \rho-T, \\ w^{\theta}(4 \rho-|x|, x) & \text { if }|x| \in[4 \rho-T, 4 \rho]\end{cases}
$$

We then extend each $w^{\theta}$ on the outer region

$$
\begin{equation*}
\Gamma^{\prime} \doteq\{(t, x) ; t \in[0, T],|x|>4 \rho-t\} \tag{8.85}
\end{equation*}
$$

letting $w^{\theta}$ be an approximate $\varepsilon$-solution constructed by wave-front tracking, with initial data assigned on the space-like curve

$$
t=\Lambda(x)= \begin{cases}0 & \text { if }|x|>4 \rho  \tag{8.86}\\ 4 \rho-|x| & \text { if }|x| \in[4 \rho-T, 4 \rho] \\ T & \text { if }|x|<4 \rho-T\end{cases}
$$

Observe that these extensions on $\Gamma^{\prime}$ are independent of $\theta$. Indeed, all functions $w^{\theta}(T, \cdot)$ coincide for $|x| \geq 2 \rho$. In particular, the tangent vectors $\left(v^{\theta}, \xi^{\theta}\right)$ for the two paths $\hat{\gamma}: \theta \mapsto \hat{w}^{\theta}$ and $\gamma_{T}: \theta \mapsto w^{\theta}(T, \cdot)$ are supported inside the interval $[-\rho-T, \rho+T]$ and coincide. Since the weights $W_{i}^{u}$ in (8.12) can only decrease as a result of wave interactions, we conclude

$$
\begin{equation*}
\left\|\gamma_{T}\right\|_{\star} \leq\|\hat{\gamma}\|_{\star} \leq\left\|\gamma_{0}\right\|_{\star} . \tag{8.87}
\end{equation*}
$$

This completes the proof of Lemma 2 in Case 2, i.e. when all functions $\bar{u}^{\theta}$ contain exactly one big shock inside the trapezoid $\Gamma$.

## Construction of approximate solutions, Case 3.

In the remainder of this section we describe the construction of piecewise Lipschitz approximate $\varepsilon$-solutions in Case 3 , on a domain of functions containing two large approaching shocks. Since the flow of our semigroup $S$ can be approximated by a cyclical concatenation of $n$ distinct flows as in (8.20), it suffices to describe how to construct approximate trajectories for each semigroup $S^{h}, h=1, \ldots, n$. We will also introduce a weighted norm $\|(v, \xi)\|_{u}^{\diamond}$ for tangent vectors, which is nonincreasing along piecewise Lipschitz approximate solutions. This weighted norm incorporates some small terms due to the presence of shock layers with some width $\delta_{2}>0$ around the big shocks. As $\delta_{2}$ approaches zero, for all piecewise Lipschitz $u$ and $(v, \xi) \in T_{u}$ we will have the convergence

$$
\begin{equation*}
\lim _{\delta_{2} \rightarrow 0+}\|(v, \xi)\|_{u}^{\diamond}=\|(v, \xi)\|_{u}^{\star} \tag{8.88}
\end{equation*}
$$

where $\|\cdot\|^{\star}$ is the norm at (8.11)-(8.14). The contractivity of the semigroup $S^{h}$ w.r.t. the distance $d_{\star}$ is proved by the same arguments as in Case 2.

The domain of $S^{h}$ has the form $\mathcal{D} \doteq \mathcal{D}^{1} \cup \mathcal{D}^{2}$. There exists some constant states $u^{-}, u^{+}$such that

$$
\begin{equation*}
\lim _{x \rightarrow-\infty} u(x)=u^{-}, \quad \lim _{x \rightarrow \infty} u(x)=u^{+} \tag{8.89}
\end{equation*}
$$

for all $u \in \mathcal{D}$. Moreover, each function $u \in \mathcal{D}^{1}$ contains two large approaching shocks, say of the $k_{1}, k_{2}$-characteristic families (with ) $k_{1} \geq k_{2}$ ), located at points $y_{1}<y_{2}$. These shocks have strength $\left|\sigma_{1}\right|,\left|\sigma_{2}\right|>\varepsilon^{9}$, and the total strength of all other waves in $u$ is $<\varepsilon^{20}$. On the other hand, $\mathcal{D}^{2} \doteq \mathcal{D}_{\left(u^{-}, u^{+}\right)}$as in (2.8). If $u(0, \cdot) \in \mathcal{D}^{1}$, the solution $u$ will remain inside $\mathcal{D}^{1}$ up to some time $\tau$ when the two large shocks interact, then it will evolve inside $\mathcal{D}^{2}$.
Let $u^{\dagger} \doteq \bar{u}\left(\left(y_{1}+y_{2}\right) / 2\right)$ be a middle state for some fixed function $\bar{u} \in \mathcal{D}^{1}$. By possibly shrinking the domain, since the total amount of small waves in any $u \in \mathcal{D}^{1}$ is $<\varepsilon^{20}$, we can assume

$$
\begin{equation*}
\max \left\{\left|u\left(y_{1}-\right)-u^{-}\right|,\left|u\left(y_{1}+\right)-u^{\dagger}\right|,\left|u\left(y_{2}-\right)-u^{\dagger}\right|,\left|u\left(y_{2}+\right)-u^{+}\right|\right\} \leq C \varepsilon^{20} \quad u \in \mathcal{D}^{1} \tag{8.90}
\end{equation*}
$$

An approximate flow for the semigroup $S^{h}$ will be constructed separately on the two domains $\mathcal{D}^{1}$ and $\mathcal{D}^{2}$.

We begin with the flow on $\mathcal{D}^{1}$. Introduce the following constant speeds. If $k_{1}>k_{2}$, define

$$
\begin{gather*}
\lambda_{j}^{*} \doteq \lambda_{j}\left(u^{-}\right) \quad \text { if } j \neq k_{1}, k_{2}  \tag{8.91}\\
\lambda_{k_{1}}^{*} \doteq \lambda_{k_{1}}\left(u^{-}\right), \quad \lambda_{k_{1}}^{* *} \doteq \lambda_{k_{1}}\left(u^{\dagger}\right), \quad \lambda_{k_{2}}^{*} \doteq \lambda_{k_{2}}\left(u^{\dagger}\right), \quad \lambda_{k_{2}}^{* *} \doteq \lambda_{k_{2}}\left(u^{+}\right) \tag{8.92}
\end{gather*}
$$

In the case $k_{1}=k_{2}$ define
(8.93)
$\lambda_{j}^{*}=\lambda_{j}^{* *} \doteq \lambda_{j}\left(u^{-}\right) \quad$ if $j \neq k_{1}, \quad \lambda_{k_{1}}^{*} \doteq \lambda_{k_{1}}\left(u^{-}\right), \quad \lambda_{k_{1}}^{* *} \doteq \lambda_{k_{1}}\left(u^{+}\right), \quad \lambda_{k_{1}}^{\dagger} \doteq \lambda_{k_{1}}\left(u^{\dagger}\right)$.
For a fixed $h \in\{1, \ldots, n\}$ and a given $\delta_{2}>0$, we now introduce a system of equations which define our approximate solutions on the domain $\mathcal{D}^{1}$. In this system, all characteristic fields $j \neq h$ are linearly degenerate. On the other hand, the $h$-th eigenvalues are constant inside the two shock layers

$$
\begin{equation*}
\left[y_{1}^{*}, y_{1}^{* *}\right] \doteq\left[y_{1}-\delta_{2}, y_{1}+\delta_{2}\right], \quad\left[y_{2}^{*}, y_{2}^{* *}\right] \doteq\left[y_{2}-\delta_{2}, y_{2}+\delta_{2}\right] \tag{8.94}
\end{equation*}
$$

and genuinely nonlinear outside. More precisely, we consider the quasilinear hyperbolic system

$$
\begin{equation*}
u_{t}+A_{h}(x, u) u_{x}=0 \tag{8.95}
\end{equation*}
$$

where $A(x, u)$ is the matrix with the same eigenvectors as $A(u)=D F(u)$, but whose eigenvalues $\lambda_{j}^{(h)}$ are defined as follows. If $j \neq h$, then

$$
\lambda_{j}^{(h)} \doteq \begin{cases}\lambda_{j}^{*} & \text { if } j \neq k_{1}, k_{2}  \tag{8.96}\\ \lambda_{k_{1}}^{*} & \text { if } j=k_{1}, x<y_{1} \\ \lambda_{k_{1}}^{* *} & \text { if } j=k_{1} \neq k_{2}, x>y_{1} \\ \lambda_{k_{2}}^{*} & \text { if } j=k_{2} \neq k_{1}, x<y_{2} \\ \lambda_{k_{2}}^{* *} & \text { if } j=k_{2}, x>y_{2} \\ \lambda_{k_{1}}^{\dagger} & \text { if } j=k_{1}=k_{2}, y_{1}<x<y_{2}\end{cases}
$$

If $h \notin\left\{k_{1}, k_{2}\right\}$, then

$$
\begin{equation*}
\lambda_{h}^{(h)} \doteq \lambda_{h}^{*}+n\left(\lambda_{h}(u)-\lambda_{h}^{*}\right) . \tag{8.97}
\end{equation*}
$$

If $h=k_{1} \neq k_{2}$, then

$$
\lambda_{h}^{(h)} \doteq \begin{cases}\lambda_{k_{1}}^{*}+n\left(\lambda_{k_{1}}(u)-\lambda_{k_{1}}^{*}\right) & \text { if } x<y_{1}^{*},  \tag{8.98}\\ \lambda_{k_{1}}^{* *}+n\left(\lambda_{k_{1}}(u)-\lambda_{k_{1}}^{*}\right) & \text { if } x>y_{1}^{* *}, \\ \lambda_{k_{1}}^{*} & \text { if } x \in\left[y_{1}^{*}, y_{1}[,\right. \\ \lambda_{k_{1}}^{* *} & \text { if } \left.x \in] y_{1}, y_{1}^{* *}\right] .\end{cases}
$$

The definition of $\lambda_{h}^{(h)}$ in the case $h=k_{2} \neq k_{1}$ is analogous. Finally, if $h=k_{1}=k_{2}$ we set

$$
\lambda_{h}^{(h)} \doteq \begin{cases}\lambda_{h}^{*}+n\left(\lambda_{h}(u)-\lambda_{h}^{*}\right) & \text { if } x<y_{1},  \tag{8.99}\\ \lambda_{h}^{* *}+n\left(\lambda_{h}(u)-\lambda_{h}^{* *}\right) & \text { if } x>y_{2}, \\ \lambda_{h}^{\dagger}+n\left(\lambda_{h}(u)-\lambda_{h}^{\dagger}\right) & \text { if } \left.y_{2}-y_{1}>2 \delta_{2} \text { and } x \in\right] y_{1}^{* *}, y_{2}^{*}[, \\ \lambda_{h}^{*} & \text { if } x \in\left[y_{1}^{*}, y_{1}[,\right. \\ \lambda_{h}^{* *} & \text { if } \left.x \in] y_{2}, y_{2}^{* *}\right], \\ \lambda_{h}^{\dagger} & \text { if } \left.y_{2}-y_{1}>2 \delta_{2} \text { and } x \in\right] y_{1}, y_{1}^{* *}\left[\cup \left[y_{2}^{*}, y_{2}[,\right.\right. \\ & \text { or if } \left.y_{2}-y_{1} \leq 2 \delta_{2} \text { and } x \in\right] y_{1}, y_{2}[.\end{cases}
$$

Within the domain $\mathcal{D}^{1}$, an approximate $\varepsilon$-solution $u=u(t, x)$ is defined by the following requirements:

- At each time $t$, the function $u(t, \cdot)$ is piecewise Lipschitz, with two large shocks at points $y_{1}<y_{2}$, and possibly other small $h$-shocks at points $y_{\beta}$, $\beta \in \S^{\prime}$.
- The quasilinear equations (8.95) hold a.e. outside the shocks.
- The two large shocks satisfy the $\varepsilon$-Rankine Hugoniot equations (2.3)-(2.4).
- At each small $h$-shock $y_{\beta}$, the left and right state are related by (3.3). The speed $\dot{y}_{\beta}$ of the shock is determined by (3.9).
This determines the evolution up to the time $\tau$ where the two large shocks interact. To preserve the piecewise Lipschitz continuity of approximate solutions, restarting procedures are performed exactly as in Section 4. Notice that the definition of the characteristic speeds is given in such a way that when the two shock layers merge together we can replace them with a single shock layer $\left[y_{1}^{*}, y_{2}^{* *}\right]$.

After the interaction time, since $\mathcal{D}^{2}=\mathcal{D}_{\left(u^{-}, u^{+}\right)}$is a special case of the domains considered at (2.8), the construction of approximate solutions is much the same as in Sections 3-4. The only difference is that now, immediately after the interaction time, the various shock layers around the big shocks emerging from the interaction are not well separated. Therefore, some care must be taken in defining the characteristic speeds and the weighted norm of tangent vectors in a neighborhood of the interaction point $(\tau, \bar{x})$.

Call $\omega_{0}=u^{-}, \omega_{1}, \ldots, \omega_{n}=u^{+}$the constant states in the $\varepsilon$-solution of the Riemann problem with data $\left(u^{-}, u^{+}\right)$. Let $\left\{y_{k} ; k \in \S\right\}$ be the new set of large shocks. Define

$$
\begin{equation*}
y^{*}(t) \doteq \bar{x}-\delta_{2}+t-\tau, \quad y^{* *}(t) \doteq \bar{x}+\delta_{2}-t+\tau \tag{8.100}
\end{equation*}
$$

The characteristic speeds $\lambda_{i}^{*}, \lambda_{i}^{* *}$ are now defined as in (3.1), while the $\lambda_{i}^{(h)}$ are defined as in (3.4) for $i \neq h$. Concerning the genuinely nonlinear eigenvalues $\lambda_{h}^{(h)}$, on the time interval $\left[\tau, \tau+\delta_{2} / 3\right]$ immediately after the interaction, we set

$$
\lambda_{h}^{(h)} \doteq \begin{cases}\lambda_{h}^{*} & \text { if } h \in \S, x \in\left[y^{*}(t), y_{h}(t)[ \right.  \tag{8.101}\\ \lambda_{h}^{* *} & \text { if } \left.h \in \S, x \in] y_{h}(t), y^{* *}(t)\right], \\ \lambda_{h}^{*} & \text { if } h \notin \S, x \in\left[y^{*}(t), y^{* *}(t)\right] \\ \lambda_{h}^{*}+n\left(\lambda_{h}(u)-\lambda_{h}^{*}\right) & \text { if } x<y^{*}(t) \\ \lambda_{h}^{* *}+n\left(\lambda_{h}(u)-\lambda_{h}^{* *}\right) & \text { if } x>y^{* *}(t)\end{cases}
$$

Due to the strict hyperbolicity, there exists a width $\left.\delta_{2}^{\prime} \in\right] 0, \delta_{2}[$ such that the intervals

$$
\begin{equation*}
\left[y_{i}^{*}, y_{i}^{* *}\right] \doteq\left[y_{i}-\delta_{2}^{\prime}, y_{i}+\delta_{2}^{\prime}\right], \quad i \in \S \tag{8.102}
\end{equation*}
$$

are pairwise disjoint at time $t=\tau+\delta_{2} / 3$. We can thus replace the shock layer $\left[y^{*}, y^{* *}\right]$ with $|\S|$ new shock layers of width $\delta_{2}^{\prime}$ around the big shocks, and define $\lambda_{h}^{(h)}$ as in (3.6) or (3.7). Since $u\left(\tau+\delta_{2} / 3\right) \in \mathcal{D}_{\left(u^{-}, u^{+}\right)}$, a piecewise Lipschitz approximate solution can now be constructed for all $t \in\left[\tau+\delta_{2} / 3, \infty[\right.$, as in Sections 3-4.

In turn, letting the width of the shock layers $\delta_{2}, \delta_{2}^{\prime} \rightarrow 0+$, in the limit we obtain the flow of the semigroup $S^{h}$. The proof of the contractivity of $S^{h}$ w.r.t. the distance $d_{\star}$ is obtained by first showing that a suitable weighted norm $\|(v, \xi)\|_{u}^{\diamond}$ for tangent vectors decreases along our piecewise Lipschitz approximate solutions, and then arguing as in Case 2, exploiting the convergence (8.88) as $\delta_{2} \rightarrow 0$.
In the present case, the analysis is somewhat longer, since we need to distinguish four evolution phases (fig. 11):
(a) Before the interaction, when the two shock layers are still disjoint, with $u(t) \in \mathcal{D}^{1}$ and $y_{2}-y_{1}>2 \delta_{2}$.
(b) Slightly before the interaction, when the two shock layers have already merged together, with $u(t) \in \mathcal{D}^{1}$ and $y_{2}-y_{1} \leq 2 \delta_{2}$.
(c) Immediately after the interaction, when all big shocks still remain inside a unique shock layer, with $u(t) \in \mathcal{D}^{2}, t \in\left[\tau, \tau+\delta_{2} / 3\right]$.
(d) After the interaction, when the shock layers around the large shocks are mutually disjoint, with $u(t) \in \mathcal{D}^{2}, t>\tau+\delta_{2} / 3$.

We now define a weighted norm $\|\cdot\|^{\diamond}$ in each of these four phases. Let $u \in \mathcal{D}^{1} \cup \mathcal{D}^{2}$ be piecewise Lipschitz, with big shocks at points $y_{\alpha}, \alpha \in \S$, plus several small shocks at points $y_{\beta}, \beta \in \S^{\prime}$. In analogy with (8.35), we set

$$
\begin{equation*}
\|(v, \xi)\|_{u}^{\diamond} \doteq \sum_{i=1}^{n} \int_{-\infty}^{\infty} \widetilde{W}_{i}^{u}(x)\left|v_{i}(x)\right| d x+\sum_{\alpha \in \S \cup \S^{\prime}} \widetilde{W}_{k_{\alpha}}^{u}\left|\sigma_{\alpha} \| \xi_{\alpha}\right|-\varepsilon^{19} \int_{I}\left|v_{h}(x)\right| d x \tag{8.103}
\end{equation*}
$$

where $\widetilde{W}_{i}^{u}$ is defined as in (8.36). The terms $\widetilde{R}_{i}^{u}$ are now defined by


In the case $u \in \mathcal{D}^{1}$, the weights assigned to the big shocks at $y_{l}, l=1,2$ are defined by

$$
\begin{equation*}
\widetilde{R}_{k_{l}}^{u}\left(y_{l}\right) \doteq\left[\sum_{j \leq k_{l}} \int_{y_{l}}^{\infty}+\sum_{j \geq k_{l}} \int_{-\infty}^{y_{l}}\right]\left|u_{x}^{j}(y)\right| d y+\left[\sum_{\substack{\alpha \in \S^{\prime} \\ k_{\alpha} \leq k_{l}, y_{\alpha}>y_{l}}}+\sum_{\substack{\alpha \in \xi^{\prime} \\ k_{\alpha} \geq k_{l}, y_{\alpha}<y_{l}}}\right]\left|\sigma_{\alpha}\right|+\varepsilon \hat{P}_{k_{l}}\left(y_{l}\right), \tag{8.105}
\end{equation*}
$$

while, if $u \in \mathcal{D}^{2}, k \in \S$,

$$
\begin{equation*}
\widetilde{R}_{k}^{u}\left(y_{k}\right) \doteq\left[\sum_{j \leq k} \int_{y_{k}}^{\infty}+\sum_{j \geq k} \int_{-\infty}^{y_{k}}\right]\left|u_{x}^{j}(y)\right| d y+\left[\sum_{\substack{\alpha \in \xi^{\prime} \\ k_{\alpha} \leq k, y_{\alpha}>y_{k}}}+\sum_{\substack{\alpha \in \xi^{\prime} \\ k_{\alpha} \geq k, y_{\alpha}<y_{k}}}\right]\left|\sigma_{\alpha}\right|+\varepsilon \hat{P}_{k}\left(y_{k}\right) . \tag{8.106}
\end{equation*}
$$



Fig. 11
The terms $P_{i}, \hat{P}_{i}$ and the domain $I \subset \mathbb{R}$ of the last integral in (8.103) are defined in different ways, according to the four cases (a)-(d) considered above. Case (a). $I=\left[y_{1}^{\prime}, y_{1}^{\prime \prime}\right] \cup\left[y_{2}^{\prime}, y_{2}^{\prime \prime}\right]$, where
(8.107) $\quad y_{l}^{\prime} \doteq\left\{\begin{array}{ll}y_{l}^{*}, & \text { if } h \geq k_{l}, \\ y_{l}, & \text { if } h<k_{l},\end{array} \quad y_{l}^{\prime \prime} \doteq\left\{\begin{array}{ll}y_{l}, & \text { if } h>k_{l}, \\ y_{l}^{* *}, & \text { if } h \leq k_{l},\end{array} \quad l \in\{1,2\}\right.\right.$,

$$
P_{i}(x) \doteq \begin{cases}0, & \text { if } x \notin\left[y_{1}^{*}, y_{1}^{* *}\right] \cup\left[y_{2}^{*}, y_{2}^{* *}\right]  \tag{8.108}\\ -\varepsilon^{19}, & \text { if } x \in\left[y_{l}^{*}, y_{l}\left[, i \geq k_{l},\right. \text { or }\right. \\ & \text { if } \left.x \in] y_{l}, y_{l}^{* *}\right], i \leq k_{l}, \text { for some } l \in\{1,2\} \\ \varepsilon^{19}, & \text { if } x \in\left[y_{l}^{*}, y_{l}\left[, i<k_{l},\right. \text { or }\right. \\ & \text { if } \left.x \in] y_{l}, y_{l}^{* *}\right], i>k_{l}, \text { for some } l \in\{1,2\}\end{cases}
$$

and, for $l=1,2$,

$$
\begin{aligned}
& \hat{P}_{k_{l}}\left(y_{l}\right) \doteq \int_{y_{l}^{*}}^{y_{l}}\left(\sum_{j<k_{l}}\left|u_{x}^{j}(x)\right|-\sum_{j \geq k_{l}}\left|u_{x}^{j}(x)\right|\right) d x+\int_{y_{l}}^{y_{l}^{* *}}\left(\sum_{j>k_{l}}\left|u_{x}^{j}(x)\right|-\sum_{j \leq k_{l}}\left|u_{x}^{j}(x)\right|\right) d x+ \\
&+\sum_{\substack{\beta \in \xi^{\prime} \\
y_{\beta} \in\left[y_{l}^{*}, y_{l}^{*} \neq \backslash \backslash\left[y_{l}^{\prime}, y_{l}^{\prime \prime}\right]\right.}}\left|\sigma_{\beta}\right|-\sum_{\substack{\beta \in \xi^{\prime} \\
y_{\beta} \in\left[y_{l}^{\prime}, y_{l}^{\prime \prime}\right]}}\left|\sigma_{\beta}\right| .
\end{aligned}
$$

Case (b). $I=\left[y^{\prime}, y^{\prime \prime}\right]$, where

$$
y^{\prime} \doteq\left\{\begin{array} { l l } 
{ y _ { 1 } ^ { * } , } & { \text { if } h \geq k _ { 1 } , }  \tag{8.109}\\
{ y _ { 1 } , } & { \text { if } h < k _ { 1 } , }
\end{array} \quad y ^ { \prime \prime } \doteq \left\{\begin{array}{ll}
y_{2}^{* *}, & \text { if } h \leq k_{2} \\
y_{2}, & \text { if } h>k_{2},
\end{array}\right.\right.
$$

$$
P_{i}(x) \doteq \begin{cases}0, & \text { if } x<y_{1}^{*} \text { or } x>y_{2}^{* *},  \tag{8.110}\\ -\varepsilon^{19}, & \text { if } x \in] y_{1}, y_{2}[, \text { or } \\ & \text { if } x \in\left[y_{1}^{*}, y_{1}\left[, \text { and } i \geq k_{1},\right. \text { or }\right. \\ & \text { if } \left.x \in] y_{2}, y_{2}^{* *}\right], \text { and } i \leq k_{2}, \\ \varepsilon^{19}, & \text { if } x \in\left[y_{1}^{*}, y_{1}\left[, \text { and } i<k_{1},\right. \text { or }\right. \\ & \text { if } \left.x \in] y_{2}, y_{2}^{* *}\right], \text { and } i>k_{2},\end{cases}
$$

and if $h \neq k_{1}$

$$
\begin{aligned}
& \hat{P}_{k_{1}}\left(y_{1}\right) \doteq \int_{y_{1}^{*}}^{y_{1}}\left(\sum_{j<k_{1}}\left|u_{x}^{j}(x)\right|-\sum_{j \geq k_{1}}\left|u_{x}^{j}(x)\right|\right) d x-\int_{y_{1}}^{y_{2}^{* *}} \sum_{j \leq k_{1}}\left|u_{x}^{j}(x)\right| d x+ \\
&\left.+\operatorname{sgn}\left(h-k_{1}\right)\left(\sum_{\substack{\left.\left.\beta \in 8^{\prime} \\
y_{\beta} \in\right] y_{1}, y_{2}^{* *}\right]}}\right)\left|\sigma_{\beta}\right|-\sum_{\substack{\beta \in \S^{\prime} \\
y_{\beta} \in\left[y_{1}^{\prime}, y_{1}[ \right.}}\left|\sigma_{\beta}\right|\right)
\end{aligned}
$$

while if $h=k_{1}$ the last term is replaced by

$$
\begin{equation*}
-\sum_{\substack{\beta \in \S^{\prime} \\ y_{\beta} \in\left[y_{1}^{*}, y_{2}^{* *}\right]}}\left|\sigma_{\beta}\right|, \tag{8.111}
\end{equation*}
$$

and if $h \neq k_{2}$

$$
\begin{aligned}
&\left.\hat{P}_{k_{2}}\left(y_{2}\right) \doteq-\int_{y_{1}^{*}}^{y_{2}} \sum_{j \geq k_{2}}\left|u_{x}^{j}(x)\right| d x+\int_{y_{2}}^{y_{2}^{* *}}() \sum_{j>k_{2}}\left|u_{x}^{j}(x)\right|-\sum_{j \leq k_{2}}\left|u_{x}^{j}(x)\right|\right) d x+ \\
&\left.+\operatorname{sgn}\left(h-k_{2}\right)\left(\sum_{\substack{\left.\beta \in \xi^{\prime}, y_{\beta} \in \in y_{2}, y_{2}^{* *}\right]}}\right)\left|\sigma_{\beta}\right|-\sum_{\substack{\beta \in \S^{\prime} \\
y_{\beta} \in\left\lfloor y_{1}^{\prime}, y_{2}\lceil \right.}}\left|\sigma_{\beta}\right|\right)
\end{aligned}
$$

while if $h=k_{2}$ the last term is replaced by

$$
\begin{equation*}
-\sum_{\substack{\beta \in \S^{\prime} \\ y_{\beta} \in\left[y_{1}^{*}, y_{2}^{* *}\right]}}\left|\sigma_{\beta}\right| . \tag{8.112}
\end{equation*}
$$

Case (c). $I=\emptyset$,

$$
P_{i}(x) \doteq \begin{cases}\varepsilon^{19}, & \text { if } x<y^{*} \text { or } x>y^{* *}  \tag{8.113}\\ 2 \varepsilon^{19}, & \text { if } x \in\left[y^{*}, y^{* *}\right]\end{cases}
$$

and, for $k \in \S$,

$$
\begin{equation*}
\hat{P}_{k}\left(\hat{y}_{k}\right) \doteq \int_{-\infty}^{+\infty} \sum_{j}\left|u_{x}^{j}(x)\right| d x+\int_{y^{*}}^{y^{* *}} \sum_{j}\left|u_{x}^{j}(x)\right| d x \tag{8.114}
\end{equation*}
$$

Case (d). $I=\bigcup_{k \in \S}\left[y_{k}^{\prime}, y_{k}^{\prime \prime}\right]$, where

$$
y_{k}^{\prime} \doteq\left\{\begin{array} { l l } 
{ y _ { k } ^ { * } , } & { \text { if } h \geq k , }  \tag{8.115}\\
{ y _ { k } , } & { \text { if } h < k , }
\end{array} \quad y _ { k } ^ { \prime \prime } \doteq \left\{\begin{array}{ll}
y_{k}, & \text { if } h>k, \\
y_{k}^{* *}, & \text { if } h \leq k,
\end{array} \quad k \in \S,\right.\right.
$$

$$
P_{i}(x) \doteq \begin{cases}-\varepsilon^{19}, & \text { if } x \in\left[y_{k}^{*}, y_{k}[, i \geq k, \text { or }\right.  \tag{8.116}\\ & \text { if } \left.x \in] y_{k}, y_{k}^{* *}\right], i \leq k, \text { for some } k \in \S, \\ \varepsilon^{19}, & \text { if } x \in\left[y_{k}^{*}, y_{k}[, i<k, \text { or }\right. \\ & \text { if } \left.x \in] y_{k}, y_{k}^{* *}\right], i>k, \text { for some } k \in \S, \\ 0, & \text { otherwise, }\end{cases}
$$

and, for $k \in \S$, if $h \neq k$

$$
\begin{aligned}
& \hat{P}_{k}\left(y_{k}\right) \doteq \int_{y_{k}^{*}}^{y_{k}}\left(\sum_{j<k}\left|u_{x}^{j}(x)\right|-\sum_{j \geq k}\left|u_{x}^{j}(x)\right|\right) d x+\int_{y_{k}}^{y_{k}^{* *}}\left(\sum_{j>k}\left|u_{x}^{j}(x)\right|-\sum_{j \leq k}\left|u_{x}^{j}(x)\right|\right) d x+ \\
&\left.+\operatorname{sgn}(h-k)\left(\sum_{\substack{\left.\beta \in \xi^{\prime} \\
y_{\beta} \in \in y_{k}, y_{k}^{* *}\right]}}\right)\left|\sigma_{\beta}\right|-\sum_{\substack{\beta \in \S^{\prime} \\
y_{\beta} \in\left[y_{k}^{*}, y_{k}\right\rceil}}\left|\sigma_{\beta}\right|\right),
\end{aligned}
$$

while if $h=k$ the last term is replaced by

$$
\begin{equation*}
-\sum_{\substack{\beta \in \xi^{\prime} \\ y_{\beta} \in\left[y_{k}^{\prime}, y_{k}^{* *}\right]}}\left|\sigma_{\beta}\right| . \tag{8.117}
\end{equation*}
$$

Let us denote by $I^{a}, I^{b}, I^{c}$ and $I^{d}$ the set $I$ defined in the cases (a), (b), (c), (d) respectively, and the same for the $P_{i}$ 's and the $\hat{P}_{i}$ 's. By the same arguments in Sections 3-4, one checks that the weighted norm $\|(v, \xi)\|_{u}^{\diamond}$ of any tangent vector is non-increasing along our piecewise Lipschitz approximate solutions. Moreover, at every restarting time, the increase in the weighted norm can be kept arbitrarily small by increasing the accuracy of the restarting procedure. It remains to check that, at each time of transition from one of the phases (a)-(d) to the next, these weighted norms do not increase. Transition from phase (a) to phase (b).

Let $\bar{t}$ be the transition time from Case (a) to Case (b). It is easy to check that $I^{a} \subset I^{b}, P_{i}^{b}(x)-P_{i}^{a}(x) \leq 0$ and $\hat{P}_{k_{l}}^{b}\left(y_{l}\right)-\hat{P}_{k_{l}}^{a}\left(y_{l}\right) \leq 0$. Therefore,

$$
\begin{equation*}
\|(v, \xi)\|_{u(\bar{t}+)}^{\diamond} \leq\|(v, \xi)\|_{u(\bar{t}-)}^{\diamond} \tag{8.118}
\end{equation*}
$$

Transition from phase (c) to phase (d).
Let $\bar{t}$ denote the transition time. Since $I^{c}=\emptyset$, we clearly have $I^{c} \subset I^{d}$. Due to the splitting of the shock layers, we may have an increase in $\|v\|_{\mathbf{L}^{1}}$. More precisely, recalling that the strength of the waves outside the big shocks is bounded by $\varepsilon^{20}$, we get

$$
\begin{equation*}
\|v(\bar{t}+)\|_{\mathbf{L}^{1}} \leq\left(1+C \varepsilon^{20}\right)\|v(\bar{t}-)\|_{\mathbf{L}^{1}} \tag{8.119}
\end{equation*}
$$

On the other hand, from the definition of $P_{i}$ and $\hat{P}_{i}$, it easily follows that

$$
\begin{equation*}
\widetilde{W}_{i}^{u(\bar{t}+)}(x)-\widetilde{W}_{i}^{u(\bar{t}-)}(x) \leq-\kappa_{1} \varepsilon^{19} \tag{8.120}
\end{equation*}
$$

so that
(8.121)
$\sum_{i} \int_{-\infty}^{+\infty}\left[\left|v_{i}^{+}(x)\right| \widetilde{W}_{i}^{u(\bar{t}+)}(x)-\left|v_{i}^{-}(x)\right| \widetilde{W}_{i}^{u(\bar{t}-)}(x)\right] d x \leq \sum_{i}\left\|v_{i}^{-}\right\|_{\mathbf{L}^{1}}\left(C \varepsilon^{20}-\kappa_{1} \varepsilon^{19}\right) \leq 0$,
for $\varepsilon$ small enough. This again implies (8.118).

Transition from phase (b) to phase (c).
We recall that $\bar{x}$ denotes the point of interaction of the two big shocks at time $\tau$. Define $u^{ \pm} \doteq u(\tau, \bar{x} \pm)$. Let us denote by $\left\{\xi_{j}\right\}_{j \in \S}$ the shifts of the shocks generated by the interaction. We recall that, since no rarefaction waves are generated by the interaction, we have
(8.122)
$\lim _{t \rightarrow \tau+} \int_{-\infty}^{+\infty}\left|u_{x}^{i}(t, x)-u_{x}^{i}(\tau-, x)\right| d x=0, \quad \lim _{t \rightarrow \tau+} \int_{-\infty}^{+\infty}\left|v_{i}(t, x)-v_{i}(\tau-, x)\right| d x=0, \quad i=1, \ldots, n$.
In order to compute the variation of the norm of a generalized tangent vector at the interaction time $t=\tau$, we can assume that only one wave is shifted at time $t<\tau$. Let us denote by $\xi \in \mathbb{R}$ the shift of this wave and by $\sigma$ its strength. We shall distinguish the four cases (i)-(iv) as in CASE 2.

Due to the possible change in $P_{i}$, the terms $\widetilde{R}_{i}^{u}$ satisfy the estimate

$$
\begin{equation*}
\widetilde{R}_{i}^{u(\tau+)}(x) \leq \widetilde{R}_{i}^{u(\tau-)}(x)+3 \varepsilon^{19} . \tag{8.123}
\end{equation*}
$$

On the other hand, the interaction potential decreases at time $\tau$ :

$$
\begin{equation*}
Q(\tau+) \leq Q(\tau-)-\left|\sigma_{1} \sigma_{2}\right| . \tag{8.124}
\end{equation*}
$$

Since $\left|\sigma_{1}\right|,\left|\sigma_{2}\right|>\varepsilon^{9}$, we get for every $x \neq \bar{x}, i=1, \ldots, n$,

$$
\begin{equation*}
\widetilde{W}_{i}^{u(\tau+)}(x)-\widetilde{W}_{i}^{u(\tau-)}(x) \leq 3 \kappa_{1} \varepsilon^{19}-\kappa_{1} \kappa_{2}\left|\sigma_{1} \sigma_{2}\right| \leq-C \kappa_{1}\left|\sigma_{1} \sigma_{2}\right|, \tag{8.125}
\end{equation*}
$$

for $\varepsilon$ small. In a similar way, at the interaction point,

$$
\begin{align*}
& \widetilde{W}_{i}^{u(\tau+)}\left(\hat{y}_{k_{1}}\right)-\widetilde{W}_{i}^{u(\tau-)}\left(y_{1}\right) \leq 3 \kappa_{1} \varepsilon \cdot \varepsilon^{20}-\kappa_{1} \kappa_{2}\left|\sigma_{2}\right| \leq-C \kappa_{1}\left|\sigma_{2}\right|, \\
& \widetilde{W}_{i}^{u(\tau+)}\left(\hat{y}_{k_{2}}\right)-\widetilde{W}_{i}^{u(\tau-)}\left(y_{2}\right) \leq-C \kappa_{1}\left|\sigma_{1}\right| . \tag{8.126}
\end{align*}
$$

Let us first consider the case $k_{1} \neq k_{2}$. In the case (i), we can assume that the shifted wave is the large $k_{1}$-shock, the other case being entirely similar. By (5.11) in [B4], the new shifts are given by

$$
\begin{equation*}
\xi_{i}=\frac{\lambda_{i}\left(\omega_{i-1}, \omega_{i}\right)-\dot{y}_{2}^{-}}{\dot{y}_{1}^{-}-\dot{y}_{2}^{-}} \xi, \quad i \in \S . \tag{8.127}
\end{equation*}
$$

From well-known estimates (see [B4]) we get

$$
\begin{equation*}
\left|\xi_{k_{1}}-\xi\right| \leq C\left|\sigma_{1} \sigma_{2}\right||\xi|, \quad\left|\xi_{k_{2}}\right| \leq C\left|\sigma_{1} \sigma_{2}\right||\xi|, \quad\left|\xi_{i}\right| \leq C|\xi|, i \in \S . \tag{8.128}
\end{equation*}
$$

From (8.103), (8.122), (8.125) and (8.126) we obtain

$$
\begin{align*}
\left\|\left(v^{+}, \xi^{+}\right)\right\|_{u(\tau+)}^{\diamond}-\left\|\left(v^{-}, \xi^{-}\right)\right\|_{u(\tau-)}^{\diamond} \leq & \sum_{i \in \S}\left|\sigma_{i}^{+}\right|\left|\xi_{i}\right| W_{i}^{+}\left(y_{i}\right)-\left|\sigma_{1}\right||\xi| W_{k_{1}}^{-}\left(y_{1}\right)+  \tag{8.129}\\
& +\sum_{i=1}^{n} \int_{-\infty}^{+\infty}\left|v_{i}^{-}(x)\right|\left[W_{i}^{+}(x)-W_{i}^{-}(x)\right] d x+ \\
& +\varepsilon^{19} \int_{y^{*}}^{y^{* *}}\left|v_{h}(x)\right| d x \leq \\
\leq & n C|\xi|\left|\sigma_{1} \sigma_{2}\right| M_{W}^{u(\tau+)}+\left|\sigma_{1}\right|\left|\xi_{k_{1}}-\xi\right| W_{k_{1}}^{+}\left(y_{k_{1}}\right)+ \\
& +\left|\sigma_{1}\right||\xi|\left[W_{k_{1}}^{+}\left(y_{k_{1}}\right)-W_{k_{1}}^{-}\left(y_{1}\right)\right]+ \\
& +\left(\varepsilon^{19}-C \kappa_{1}\left|\sigma_{1} \sigma_{2}\right|\right) \int_{y^{*}}^{y^{* *}}\left|v_{h}(x)\right| d x \leq \\
\leq & n C|\xi|\left|\sigma_{1} \sigma_{2}\right| M_{W}^{u(\tau+)}-C \kappa_{1}\left|\sigma_{1} \sigma_{2}\right||\xi| \leq \\
\leq & 0,
\end{align*}
$$

if $\kappa_{1}$ is large enough. The other cases (ii), (iii) and (iv) can be treated similarly.
Let us now consider what happens when $k_{1}=k_{2}$. We shall treat in detail the case (i), since the other cases can be treated in the same way. Following [B4], the estimate (8.128) is replaced by

$$
\begin{equation*}
\left|\xi_{k_{1}}\right| \leq \frac{\left|\sigma_{1}\right|+C\left|\sigma_{1} \sigma_{2}\right|}{\left|\sigma_{1}\right|+\left|\sigma_{2}\right|}|\xi|, \quad\left|\xi_{i}\right| \leq \frac{C|\xi|}{\left|\sigma_{1}\right|+\left|\sigma_{2}\right|}, \quad i \in \S \tag{8.130}
\end{equation*}
$$

$$
\begin{equation*}
\left|\sigma_{k_{1}}^{+}-\sigma_{1}-\sigma_{2}\right| \leq C\left|\sigma_{1} \sigma_{2}\right|\left(\left|\sigma_{1}\right|+\left|\sigma_{2}\right|\right), \quad\left|\sigma_{i}^{+}\right| \leq C\left|\sigma_{1} \sigma_{2}\right|\left(\left|\sigma_{1}\right|+\left|\sigma_{2}\right|\right), \quad i \in \S, \tag{8.131}
\end{equation*}
$$

while the estimates (8.125) and (8.126) remain valid. Using (8.125), (8.126), (8.130) and (8.131) we obtain

The same arguments used in (8.129) now yield

$$
\begin{equation*}
\left\|\left(v^{+}, \xi^{+}\right)\right\|_{u(\tau+)}^{\diamond}-\left\|\left(v^{-}, \xi^{-}\right)\right\|_{u(\tau-)}^{\diamond} \leq 0 \tag{8.132}
\end{equation*}
$$

## CHAPTER 9

## Proof of Proposition 9

As in Section 2, consider a regular path $\gamma_{0}: \theta \mapsto \bar{u}^{\theta}$ of initial data, defined for $\theta \in \Theta \doteq] a, b\left[\right.$. Call $\Theta^{*}$ the set of all parameter values $\theta \in \Theta$ for which the corresponding solution $u^{\theta}$ is structurally unstable. If $\bar{\theta}$ is an isolated point of $\Theta^{*}$, the conclusion of Proposition 8 is clear. We thus study the case where $\bar{\theta}$ is a limit point of $\Theta^{*}$. Let us sketch the main ingredients of the proof.

1. By induction on the integer $m$, we can assume that the weighted length of a path

$$
\begin{equation*}
\theta \mapsto \gamma_{t}(\theta) \doteq u^{\theta}(t, \cdot)=S_{t-\tau}^{\varepsilon} u^{\theta}(\tau, \cdot) \quad t \in[\tau, \infty[ \tag{9.1}
\end{equation*}
$$

is non-increasing provided that

$$
\begin{equation*}
\sup _{\theta} Q\left(u^{\theta}(\tau)\right) \leq(m-1) \varepsilon^{20} \tag{9.2}
\end{equation*}
$$

It then suffices to prove that the same conclusion holds when

$$
\begin{equation*}
\sup _{\theta} Q\left(u^{\theta}(\tau)\right) \leq m \varepsilon^{20} \tag{9.3}
\end{equation*}
$$

2. Let (9.3) hold, and assume that $u^{\bar{\theta}}$ is structurally unstable. From the definitions, it is clear that $u^{\bar{\theta}}$ can have only finitely many points of instability. Let $\left(t^{\bar{\theta}}, x^{\bar{\theta}}\right)$ be the first such point (w.r.t. time). Arguing as in Section 7, we can choose $r, \rho>0$ such that, setting

$$
\begin{equation*}
\tau \doteq t^{\bar{\theta}}-r, \quad J \doteq\left[x^{\bar{\theta}}-4 r, x^{\bar{\theta}}+4 r\right], \quad I_{\rho} \doteq[\bar{\theta}-\rho, \bar{\theta}+\rho] \tag{9.4}
\end{equation*}
$$

all functions $u^{\theta}(\tau, \cdot), \theta \in I_{\rho}$, have the same wave structure on the interval $J$.
3. We then consider a modified path $\tilde{\gamma}_{\tau}: \theta \mapsto \tilde{u}^{\theta}(\tau)$, having the form

$$
\begin{equation*}
\tilde{u}^{\theta}(\tau, x)=u^{\theta}(\tau, x-\varphi(x)), \tag{9.5}
\end{equation*}
$$

where $\varphi$ is a smooth scalar map. For any given $\varepsilon^{\prime}>0$, we will show that the map $\varphi$ can be chosen with

$$
\begin{equation*}
\|\varphi\|_{\mathcal{C}^{3}}<\varepsilon^{\prime} \tag{9.6}
\end{equation*}
$$

and such that, for all but finitely many values of $\theta$, the solution

$$
\begin{equation*}
\tilde{u}^{\theta}(t, \cdot) \doteq S_{t-\tau}^{\varepsilon} \tilde{u}^{\theta}(\tau) \tag{9.7}
\end{equation*}
$$

is structurally stable on some strip $\left[\tau, \tau^{\theta}\right] \times \mathbb{R}$ and satisfies

$$
\begin{equation*}
Q\left(\tilde{u}^{\theta}\left(\tau^{\theta}\right)\right) \leq Q\left(u^{\theta}(\tau)\right)-\varepsilon^{20} \tag{9.8}
\end{equation*}
$$

Thanks to (9.8), the contractivity property can thus be extended to all times $t>\tau^{\theta}$ by the inductive assumption (9.2).

As in (2.24), define the rescaled functions

$$
\begin{gather*}
u^{\eta}(t, x) \doteq u^{\bar{\theta}}\left(t^{\bar{\theta}}+\eta t, x^{\bar{\theta}}+\eta x\right)  \tag{9.9}\\
\omega(t, x) \doteq \lim _{\eta \rightarrow 0+} u^{\eta}(t, x)
\end{gather*}
$$

To clarify the main ideas, we first give a proof in the typical case where, for $t<0$, $\omega$ contains exactly three incoming shocks, all of strength $\geq \varepsilon^{2}$, and no other waves (fig. 12).
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Fig. 12
Under these assumptions, thanks to a structural stability argument (see [BLF2]), one can find $r, \rho>0$ such that the following holds. Defining $\tau, J, I_{\rho}$ as in (9.4), all functions $u^{\theta}(\tau, \cdot), \theta \in I_{\rho}$, have three large shocks of strength $>c \varepsilon$ on $J$, plus possibly other waves of total strength $<C \varepsilon^{6}$, for some constants $C, c>0$.

Call $x_{i}^{\theta}, i=1,2,3$, the positions of the three large shocks in $u^{\theta}$. By possibly shrinking the size of $\rho$, we can find some $r^{*}>0$ such that the intervals $\left[x_{i}^{\bar{\theta}}-\right.$ $\left.3 r^{*}, x_{i}^{\bar{\theta}}+3 r^{*}\right]$ are mutually disjoint and

$$
\begin{equation*}
\left|x_{i}^{\theta}-x_{i}^{\bar{\theta}}\right| \leq r^{*} \quad \theta \in I_{\rho}, \quad i=1,2,3 . \tag{9.11}
\end{equation*}
$$

Let $\psi: \mathbb{R} \mapsto[0,1]$ be a smooth function such that

$$
\psi(s)= \begin{cases}1 & \text { if }|s| \leq 1  \tag{9.12}\\ 0 & \text { if }|s| \geq 2\end{cases}
$$

For every $\zeta=\left(\zeta_{1}, \zeta_{2}, \zeta_{3}\right) \in \mathbb{R}^{3}$, define

$$
\begin{equation*}
\varphi_{\zeta}(\theta, x) \doteq \sum_{i=1}^{3} \zeta_{i} \psi\left(\frac{x-x_{i}^{\bar{\theta}}}{r^{*}}\right) \tag{9.13}
\end{equation*}
$$

Now fix any $\theta \in I_{\rho}$ and call $u^{\theta, \zeta}$ the $\varepsilon$-solution of (1.1) with initial data

$$
\begin{equation*}
u^{\theta, \zeta}(\tau, x)=u^{\theta}\left(\tau, x-\varphi_{\zeta}(x)\right) \tag{9.14}
\end{equation*}
$$

Call $x_{i}^{\theta, \zeta}$ the locations of the corresponding shocks. The next step of the proof will establish that, roughly speaking,

$$
\frac{\partial}{\partial \zeta_{j}} x_{i}^{\theta, \zeta}(t) \approx \delta_{i j} \doteq \begin{cases}1 & \text { if } i=j  \tag{9.15}\\ 0 & \text { if } i \neq j\end{cases}
$$

for all times $t \geq \tau$ before the first interaction between two large shocks.
Observe that the two sides of (9.15) coincide at time $\tau$. Moreover, if only a minimal amount of interaction takes place during the interval $[\tau, t]$, then the shift rates of the shocks $x_{i}$ (w.r.t. the parameter $\zeta$ ) will remain almost unchanged. Based on these ideas, we now work out a rigorous argument. For notational simplicity, the dependence on $\theta$ will henceforth be omitted. Since the map $\zeta \mapsto x_{i}^{\zeta}(t)$ is Lipschitz continuous but possibly not differentiable, the estimate (9.15) must be reformulated in terms of Clarke's generalized gradient [Cl]. More precisely, for $i=1,2,3$ and all $\zeta$ sufficiently close to the origin, we claim that

$$
\begin{equation*}
\sup _{j=1,2,3}\left|\xi_{j}-\delta_{i j}\right| \leq C \varepsilon^{5} \tag{9.16}
\end{equation*}
$$

for every vector $\xi=\left(\xi_{1}, \xi_{2}, \xi_{3}\right)$ contained in the generalized gradient of the scalar $\operatorname{map} \zeta \mapsto x_{i}^{\zeta}(t)$.

To establish (9.16), we show that the same estimate holds uniformly for the generalized gradients of piecewise Lipschitz approximate solutions. Indeed, for any fixed $\theta \in I_{\rho}$, consider a piecewise Lipschitz approximation $w(\tau, \cdot)$ of $u^{\theta}(\tau, \cdot)$, containing three large shocks located at the same points $x_{i}^{\theta}$ as $u^{\theta}$, plus other waves of total strength $<C \varepsilon^{6}$. Then the regular path

$$
\begin{equation*}
\vartheta \mapsto u^{\vartheta}(x) \doteq w\left(\tau, x-\vartheta \varphi_{\zeta}(x)\right) \tag{9.17}
\end{equation*}
$$

generates a generalized a tangent vector $\left(v^{\vartheta}, \xi^{\vartheta}\right)$. Its continuous part is

$$
\begin{equation*}
v^{\vartheta}(\tau, x)=-w_{x}\left(\tau, x-\vartheta \varphi_{\zeta}(x)\right) \varphi_{\zeta}(x) . \tag{9.18}
\end{equation*}
$$

Moreover, denoting by $\xi_{i}^{\vartheta}, i \in \S \doteq\{1,2,3\}$ the shifts of the big shocks at $x_{i}^{\vartheta}$ and by $\xi_{\alpha}^{\vartheta}, \alpha \in \S^{\prime}$ the shifts of the small shocks at $x_{\alpha}^{\vartheta}$, from (9.11)-(9.14) it follows

$$
\begin{equation*}
\xi_{i}^{\vartheta}(\tau)=\zeta_{i}, \quad\left|\xi_{\alpha}^{\vartheta}(\tau)\right| \leq \max _{i}\left|\zeta_{i}\right| . \tag{9.19}
\end{equation*}
$$

As long as the large shocks remain separated, we can construct piecewise Lipschitz approximations, as in Sections 3-4, with restartings that do not change the positions of these three shocks. We claim that, as long as these shocks do not interact, for any such path of approximate solutions $w^{\vartheta}(t, \cdot)$, the tangent vector $\left(v^{\vartheta}(t), \xi^{\vartheta}(t)\right)$ satisfies

$$
\begin{equation*}
\left|\xi_{i}(t)-\xi_{i}(\tau)\right| \leq C \varepsilon^{4}|\xi(\tau)| \tag{9.20}
\end{equation*}
$$

A proof of (9.20) will be obtained from (9.18)-(9.19), by showing that the tangent vector remains almost unchanged during the time interval $[\tau, t]$, since the amount of interaction is very small.

Call $\sigma_{i}, \sigma_{\alpha}$ the sizes of the shocks at $x_{i}, i \in \S$ and at $x_{\alpha}, \alpha \in \S^{\prime}$. Let these shock belong to the families $k_{i}, k_{\alpha}$, respectively. Fix $i \in \S$. By the same type of arguments used in Section 3 for proving the decrease in the weighted norm of tangent vectors,
as long as $\left|\xi_{i}(t)-\xi_{i}(\tau)\right| \leq\left|\xi_{i}(\tau)\right| / 2$, we have
(9.21)

$$
\begin{aligned}
& \frac{d}{d t}\left[W_{k_{i}}^{w(t)}\left(x_{i}(t)\right)\left|\sharp_{i}(t)\right|\left|\xi_{i}(t)-\xi_{i}(\tau)\right|+\sum_{\alpha \in \S^{\prime} \cup \S \backslash\{i\}} W_{k_{\alpha}}^{w(t)}\left(x_{\alpha}(t)\right)\left|\sharp_{\alpha}(t)\right|\left|\xi_{\alpha}(t)\right|\right. \\
&\left.+\sum_{j=1}^{n} \int_{-\infty}^{+\infty} W_{j}^{w(t)}(x)\left|v_{j}(t, x)\right| d x\right] \leq 0 .
\end{aligned}
$$

Let us estimate the increase of $\xi_{i}$ and $\xi_{\alpha}$ at times when an interaction between a big shock and a small shock takes place. In this case, denoting by $\xi_{i}^{ \pm}$and $\xi_{\alpha}^{ \pm}$the shifts before and after the interaction, one has

$$
\begin{equation*}
\left|\xi_{i}^{+}-\xi_{i}^{-}\right| \leq \frac{\left|\xi_{\alpha}^{-} \not \sharp_{\alpha}^{-}\right|}{\left|\sigma_{i}^{-}\right|}\left|\xi_{i}^{-}\right| \quad\left|\xi_{\alpha}^{+}-\xi_{\alpha}^{-}\right| \leq \frac{\left|\xi_{i}^{-} \sharp_{\alpha}^{-}\right|}{\left|\sigma_{i}^{-}\right|}\left|\xi_{\alpha}^{-}\right| . \tag{9.22}
\end{equation*}
$$

For interactions between two small shocks, the identities (3.76) hold.
Furthermore, as long as the three large shocks remain separated, one has

$$
\begin{align*}
& \sum_{i=1}^{3}\left|W_{k_{i}}^{w(t)}\left(x_{i}(t)\right)\right| \not \sharp_{i}(t)| | \xi_{i}(t)\left|-W_{k_{i}}^{w(\tau)}\left(x_{i}(\tau)\right)\right| \not \sharp_{i}(t)| | \xi_{i}(\tau)| | \leq C \varepsilon^{6}|\zeta|,  \tag{9.23}\\
& \left.\sum_{j=1}^{n}\left|\int_{-\infty}^{+\infty}() W_{j}^{w(t)}(x)\right| v_{j}(t, x)\left|-W_{j}^{w(\tau)}(x)\right| v_{j}(\tau, x) \mid\right) d x\left|\leq C \varepsilon^{6}\right| \zeta \mid \tag{9.24}
\end{align*}
$$

The estimates (3.76) and (9.21)-(9.24) together imply

$$
\begin{equation*}
\left|\xi_{i}(t)-\xi_{i}(\tau)\right| \leq C \varepsilon^{6} \frac{\left|\xi_{i}(\tau)\right|}{\left|\sigma_{i}(\tau)\right|} \leq C \varepsilon^{5}\left|\xi_{i}(\tau)\right| \tag{9.25}
\end{equation*}
$$

Since (9.25) is uniformly valid for all suitably accurate approximate solutions, combining (9.25) with (9.19) and passing to the limit we obtain (9.16).

We now consider solutions

$$
\begin{equation*}
u^{\theta, \zeta}(t)=S_{t-\tau}^{\varepsilon} u^{\theta, \zeta}(\tau) \tag{9.26}
\end{equation*}
$$

obtained with the special choice $\zeta=\left(0, \zeta_{2}, 0\right)$. By genuine nonlinearity, the speeds of the three large shocks are strictly separated, i.e.

$$
\begin{equation*}
\inf _{t}\left\{\dot{x}_{1}^{\theta, \zeta}(t)-\dot{x}_{2}^{\theta, \zeta}(t), \dot{x}_{2}^{\theta, \zeta}(t)-\dot{x}_{3}^{\theta, \zeta}(t)\right\}>c \varepsilon^{2} \tag{9.27}
\end{equation*}
$$

By (9.16) and (9.27), for each $\theta \in I_{\rho}$ there exists a unique value $\zeta_{2}^{*}(\theta)$ such that, taking $\zeta=\left(0, \zeta_{2}^{*}, 0\right)$, the three large shocks in the corresponding solution (9.26) interact together at a single point. Moreover, the map $\theta \mapsto \zeta_{2}^{*}(\theta)$ is Lipschitz continuous. Applying the coarea formula (see [E-G]), we obtain

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \mathcal{H}^{0}\left\{\theta ; \zeta_{2}^{*}(\theta)=\sharp\right\} d \sharp=\int_{I_{\rho}}\left|\frac{\partial \zeta_{2}^{*}(\theta)}{\partial \theta}\right| d \theta<+\infty, \tag{9.28}
\end{equation*}
$$

where $\mathcal{H}^{0}$ is the zero dimensional Hausdorff measure, i.e. the counting measure. It follows that $\mathcal{H}^{0}\left\{\theta ; \zeta_{2}^{*}(\theta)=\sharp\right\}<+\infty$ for almost every $\sharp$. Observing that $\left\|\varphi_{\zeta}\right\|_{\mathcal{C}^{3}} \leq$ $C|\zeta|$, for any $\varepsilon^{\prime}>0$ we can now choose $\zeta=(0, \sigma, 0)$ so small that (9.6) holds, and such that the set $\left\{\theta ; \zeta_{2}^{*}(\theta)=\sigma\right\}$ is finite.

The previous analysis shows that the path $\theta \mapsto u^{\theta}$ can be uniformly approximated by a path $\theta \mapsto u^{\theta, \zeta}$ such that, for all but finitely many $\theta$, the solution $u^{\theta, \zeta}$ is structurally stable. The conclusion thus follows from Corollary 1 and the lower semicontinuity of the weighted length.

The general case can be handled by similar techniques. By a structural stability argument (see [B-LF2]) we can choose $r, \rho>0$ such that, defining $\tau, J, I_{\rho}$ as in (9.4), the following holds. There exist disjoint closed intervals $J_{1}, \ldots, J_{m} \subset J$ such that all functions $u^{\theta}(\tau, \cdot), \theta \in I_{\rho}$ contain a similar "wave packet" inside each $J_{\ell}$. More precisely, one of the two cases occurs:
(a) Inside $J_{\ell}$, each $u^{\theta}(\tau)$ contains a $k_{\ell}$-shock of strength $\geq \varepsilon^{4}$, plus other waves of total strength $<\varepsilon^{6}$.
(b) Inside $J_{\ell}$, each $u^{\theta}(\tau)$ contains an amount $V_{k_{\ell}}^{-}$of negative $k_{\ell}$-waves, with

$$
\begin{equation*}
V_{k_{\ell}}^{-}\left(u(\tau) ; J_{\ell}\right) \in\left[\varepsilon^{3}, 2 \varepsilon^{3}\right], \tag{9.29}
\end{equation*}
$$

- while the total strength of positive $k_{\ell}$-waves and of all other $j$-waves, $j \neq k_{\ell}$ is $\leq \varepsilon^{6}$.
We then construct smooth functions $\psi_{\ell}: \mathbb{R} \mapsto[0,1]$ with disjoint compact supports, such that $\psi_{\ell} \equiv 1$ on a neighborhood of $J_{\ell}$. Given $\zeta=\left(\zeta_{1}, \ldots, \zeta_{m}\right)$, we define the modified functions $u^{\theta, \zeta}(\tau, x)$ as in (9.14), with

$$
\begin{equation*}
\varphi_{\zeta}(x) \doteq \sum_{\ell=1}^{m} \zeta_{\ell} \psi_{\ell}(x) \tag{9.30}
\end{equation*}
$$

Now fix $\theta \in I_{\rho}$ and a unit vector $\zeta \in \mathbb{R}^{m}$, and consider the one-parameter family of solutions

$$
\begin{equation*}
\tilde{u}^{\vartheta}(t, \cdot) \doteq S_{t-\tau}^{\varepsilon} u^{\theta, \vartheta \cdot \zeta}(\tau) \tag{9.31}
\end{equation*}
$$

At the initial time $\tau$, by construction each wave packet shifts with $\vartheta$ at rate $\xi_{\ell}(\tau)=$ $\zeta_{\ell}$. As long as the interaction remains small, say

$$
\begin{equation*}
Q\left(\tilde{u}^{\vartheta}(\tau)\right)-Q\left(\tilde{u}^{\vartheta}(t)\right) \leq \varepsilon^{20} \tag{9.32}
\end{equation*}
$$

in the solution $\tilde{u}^{\vartheta}$ we can still identify $m$ wave packets whose barycenters shift with $\vartheta$ at rates $\xi_{\ell}(t) \approx \zeta_{\ell}$. By a genericity argument based on the coarea formula [E-G], for any $\varepsilon^{\prime}>0$ we can thus choose $\zeta \in \mathbb{R}^{m}$ so small that (9.6) holds, and such that, for all but finitely many $\theta \in I_{\rho}$, the corresponding function $\tilde{u}^{\theta, \zeta}$ in (9.26) is structurally stable up to some time $\tau^{\theta}$ where at least two wave-packets have interacted so that (9.8) holds. The conclusion of Proposition 8 now follows from the inductive assumption at (9.2).

## CHAPTER 10

## Completion of the proof

At this final stage, for every $\varepsilon>0$ our previous analysis has established the existence of a semigroup $S^{\varepsilon}: \mathcal{D}^{\varepsilon} \times\left[0, \infty\left[\mapsto \mathcal{D}^{\varepsilon}\right.\right.$ of $\varepsilon$-solutions of (1.1). All these semigroups are continuous with a uniform Lipschitz constant $L$, and all domains $\mathcal{D}^{\varepsilon}$ contain a set $\left\{u \in \mathbf{L}^{1}\right.$; Tot.Var. $\left.(u)<\eta_{0}\right\}$, with $\eta_{0}>0$ independent of $\varepsilon$. We can now choose $\delta_{0}>0$ small enough so that every function $u$ in the corresponding set $\mathcal{D}$ in (1.3) has total variation $<\eta_{0}$. In particular, this choice implies $\mathcal{D} \subseteq \mathcal{D}^{\varepsilon}$ for every $\varepsilon$. We claim that, as $\varepsilon \rightarrow 0$, the limit

$$
\begin{equation*}
S_{t} \bar{u} \doteq \lim _{\varepsilon \rightarrow 0+} S_{t}^{\varepsilon} \bar{u} \tag{10.1}
\end{equation*}
$$

exists for all $t \geq 0$ and all initial data $\bar{u} \in \mathcal{D}$, and that $S$ is a Standard Riemann Semigroup generated by the system of conservation laws (1.1).

To prove the claim, let $\bar{u} \in \mathcal{D}, \delta>0$ be given. Then there exists a piecewise constant approximate solution $w=w(t, x)$ of the Cauchy problem (1.1)-(1.2), constructed by wave-front tracking, with $w(t) \in \mathcal{D}$ for all $t \geq 0$, such that
(i) $\|w(0)-\bar{u}\|_{\mathbf{L}^{1}}<\delta$,
(ii) all rarefaction fronts have size $<\delta$,
(iii) at every time $t$, the total strength of non-physical wave-fronts is $<\delta$.

In the following, we indicate by $\mathcal{S}, \mathcal{R}$ and $\mathcal{N} \mathcal{P}$ respectively the set of shock, rarefaction and non-physical wave-fronts of $w(t)$. Using the Lipschitz continuity of the semigroups $S^{\varepsilon}$ and the definition of $\varepsilon$-solutions, we obtain

$$
\begin{align*}
\left\|w(\tau)-S_{\tau}^{\varepsilon} \bar{u}\right\|_{\mathbf{L}^{1}} & \leq L \cdot\|w(0)-\bar{u}\|_{\mathbf{L}^{1}}+L \int_{0}^{\tau} \limsup _{h \rightarrow 0+} \frac{\left\|w(t+h)-S_{h}^{\varepsilon} w(t)\right\|_{\mathbf{L}^{1}}}{h} d t  \tag{10.2}\\
& \left.\leq L \delta+L \tau \cdot\left\{C \cdot \sum_{\alpha \in \S}\left(\min \{ )\left|\sigma_{\alpha}\right|, \varepsilon\right\}\right)^{2}+C \cdot \sum_{\alpha \in \mathcal{R}}\left|\sigma_{\alpha}\right|^{2}+C \cdot \sum_{\alpha \in \mathcal{N P}}\left|\sigma_{\alpha}\right|\right\} \\
& \leq L \delta+L C \tau\left\{\varepsilon \cdot \sum_{\alpha \in \S}\left|\sigma_{\alpha}\right|+\delta \cdot \sum_{\alpha \in \mathcal{R}}\left|\sigma_{\alpha}\right|+\delta\right\} \\
& \leq L \delta+L C \tau\left\{(\varepsilon+\delta) C^{\prime} \cdot \operatorname{Tot} \cdot \operatorname{Var} .(\bar{u})+\delta\right\}
\end{align*}
$$

for some constants $C, C^{\prime}$. We use here the fact that the total strength of waves in $w(t)$ can be bounded in terms of the total variation of $\bar{u}$. Repeating the above estimate with the same approximate solution $w$ but with a different semigroup $S^{\varepsilon^{\prime}}$, we obtain

$$
\begin{equation*}
\left\|w(\tau)-S_{\tau}^{\varepsilon^{\prime}} \bar{u}\right\|_{\mathbf{L}^{1}} \leq L \delta+L C \tau\left\{\left(\varepsilon^{\prime}+\delta\right) C^{\prime} \cdot \text { Tot.Var. }(\bar{u})+\delta\right\} . \tag{10.3}
\end{equation*}
$$

Since $\delta>0$ can be chosen arbitrarily small, from (10.2)-(10.3) it follows

$$
\begin{equation*}
\left\|S_{\tau}^{\varepsilon} \bar{u}-S_{\tau}^{\varepsilon^{\prime}} \bar{u}\right\|_{\mathbf{L}^{1}} \leq L C^{\prime \prime} \tau\left(\varepsilon+\varepsilon^{\prime}\right) \tag{10.4}
\end{equation*}
$$

valid for some constant $C^{\prime \prime}$ and all $\bar{u} \in \mathcal{D}, \varepsilon, \varepsilon^{\prime}>0$. This proves that the limit in (10.1) is well defined. The uniform continuity of $S$ and the semigroup property are clear. To show that $S$ acts correctly on piecewise constant initial data, let $\bar{u} \in \mathcal{D}$ be piecewise constant, say with jumps at the points $x_{1}<\ldots<x_{N}$. Define

$$
\begin{equation*}
\tau \doteq \min _{i=2, \ldots, N} \frac{\left|x_{i}-x_{i-1}\right|}{2} \tag{10.5}
\end{equation*}
$$

Since by assumption all wave speeds are $<1$ in absolute value, for every $t \in[0, \tau]$ and $\varepsilon>0$, the function $u^{\varepsilon}(t, \cdot)=S_{t}^{\varepsilon} \bar{u}$ is obtained by piecing together the $\varepsilon$ solutions of the $N$ Riemann problems corresponding to the jumps in $\bar{u}$. As $\varepsilon \rightarrow 0$, by our definitions it is clear that each $\varepsilon$-solution tends to the exact solution of the corresponding Riemann problem. Hence, for $t \in[0, \tau]$, the function $S_{t} \bar{u}$ satisfies the condition (iii) in the statement of Theorem 1. This completes the proof, in the case where all characteristic fields are genuinely nonlinear.

## The linearly degenerate case.

We conclude this section by describing the minor changes needed in the case where one or more characteristic fields are linearly degenerate. In the proof of Theorem 3, the assumption of genuine nonlinearity is used on three occasions. Namely, it guarantees the following properties:

- The boundary layers around each big shock are crossed transversally by waves of all characteristic families.
- For approximate solutions constructed by wave-front tracking, the local interaction potential in a forward neighborhood of every point in the $t-x$ plane is arbitrarily small, as stated in (6.6).
- The decay estimates (1.21) for positive waves hold. These estimates are essential for proving results on structural stability.

To fix the ideas, assume now that the $k$-th family in the system (1.1) is linearly degenerate. To handle this case, we shall approximate (1.1) with another system where all characteristic fields are genuinely nonlinear. More precisely, the definition of $\varepsilon$-solutions is modified as follows.

Choose a unit vector $\mathbf{e}_{k}$ such that

$$
\begin{equation*}
\left\langle\mathbf{e}_{k}, r_{k}(u)\right\rangle>0 \tag{10.6}
\end{equation*}
$$

for all $u$. Introduce the modified characteristic speed

$$
\begin{equation*}
\tilde{\lambda}_{k}^{\varepsilon}(u) \doteq \lambda_{k}(u)+\varepsilon\left\langle\mathbf{e}_{k}, r_{k}(u)\right\rangle . \tag{10.7}
\end{equation*}
$$

For each $\varepsilon>0$, we then define $S^{\varepsilon}$ as the semigroup which acts on piecewise constant initial data according to the following approximate Riemann solver.

Modified $\varepsilon$-Riemann Solver: Given $u^{-}, u^{+}$, determine intermediate states $\omega_{0}=$ $u^{-}, \ldots, \omega_{n}=u^{+}$and wave sizes $\sigma_{1}, \ldots, \sigma_{n}$ such that

$$
\begin{equation*}
\left.\omega_{i}=\Psi_{i}^{\varepsilon}\left(\sigma_{i}\right) \omega_{i-1}\right) \quad i \neq k \tag{10.8}
\end{equation*}
$$

$$
\begin{equation*}
\left.\omega_{k}=R_{k}\left(\sigma_{k}\right) \omega_{k-1}\right) \tag{10.9}
\end{equation*}
$$

- If $\sigma_{i} \geq 0$ and $i \neq k$, the states $\omega_{i-1}, \omega_{i}$ are connected by a centered rarefaction wave, as usual.
- If $\sigma_{i}<0$ and $i \neq k$, the states $\omega_{i-1}, \omega_{i}$ are connected by a single jump, travelling with the speed $\left.\dot{y} \doteq \lambda_{i}^{\varepsilon}\left(\omega_{i-1},\right) \omega_{i}\right)$ defined at (2.4).
- If $\sigma_{k}>0$, then $\omega_{k-1}$ and $\omega_{k}$ are connected by a centered rarefaction $k$-wave travelling with characteristic speed $\tilde{\lambda}_{k}^{\varepsilon}$. In the sector where $t \tilde{\lambda}_{k}^{\varepsilon}\left(\omega_{k-1}\right)<x<$ $t \tilde{\lambda}_{k}^{\varepsilon}\left(\omega_{k}\right)$, the $\varepsilon$-solution $u$ thus satisfies

$$
\begin{equation*}
\left\langle l_{i}(u), u_{x}\right\rangle=0 \quad i \neq k, \quad u_{t}+\tilde{\lambda}_{k}^{\varepsilon}(u) u_{x}=0 \tag{10.10}
\end{equation*}
$$

- If $\sigma_{k}<0$, then $\omega_{k-1}$ and $\omega_{k}$ are connected by a $k$-jump satisfying (10.9) and travelling with speed

$$
\begin{equation*}
\left.\dot{y}=\frac{1}{\left|\sigma_{k}\right|} \int_{\sigma_{k}}^{0} \tilde{\lambda}_{k}^{\varepsilon}\left(R_{k}(s) u^{-}\right)\right) d s \tag{10.11}
\end{equation*}
$$

The construction of piecewise Lipschitz approximate solutions is performed as before, except that we no longer insert boundary layers around big $k$-shocks. Indeed, such boundary layers are not needed in the present situation, because by construction shock and rarefaction curves of the $k$-th family always coincide. The rest of the analysis is entirely similar.

## CHAPTER 11

## Appendix

### 11.1. Estimates (3.17), (3.18), (3.22)

Let $u^{-}, u^{+} \in \Omega$. We shall denote by $\left.E\left(u^{-}, u^{+}\right) \doteq\left(E_{1}, \ldots, E_{n}\right) u^{-}, u^{+}\right)$the wave sizes corresponding to the solution of the Riemann problem $\left(u^{-}, u^{+}\right)$, obtained by the $\varepsilon$-Riemann Solver described in Section 2. By definition, for a fixed $k_{\alpha} \in$ $\{1, \ldots, n\}$ we have

$$
\begin{gathered}
\left.E_{k_{\alpha}}\left(u^{-}, \Psi_{k_{\alpha}}^{\varepsilon}(\sigma) u^{-}\right)\right)=\sigma, \quad \forall \sigma, \\
\left.E_{k_{\alpha}}\left(u^{-}, \Psi_{i}^{\varepsilon}(\sigma) u^{-}\right)\right)=0, \quad \forall \sigma, \quad \forall i \neq k_{\alpha}
\end{gathered}
$$

Assume $\left.u^{+}=\Psi_{k_{\alpha}}^{\varepsilon}\left(\sigma_{\alpha}\right) u^{-}\right)$. Differentiating w.r.t. $\sigma$ the above relations one obtains

$$
\begin{gather*}
D_{2} E_{k_{\alpha}}\left(u^{-}, u^{+}\right) \cdot\left(r_{k_{\alpha}}\left(u^{+}\right)+O\left(\sigma_{\alpha}^{2}\right)\right)=1  \tag{11.1}\\
D_{2} E_{k_{\alpha}}\left(u^{-}, u^{-}\right) \cdot r_{i}\left(u^{-}\right)=0, \quad \forall i \neq k_{\alpha} \tag{11.2}
\end{gather*}
$$

From (11.2) we can deduce that

$$
\begin{equation*}
\left|D E_{k_{\alpha}}\left(u^{-}, u^{+}\right) \cdot(0, v)\right| \leq C\left|\sigma_{\alpha}\right|, \quad \forall|v|=1,\left\langle v, r_{k_{\alpha}}\left(u^{+}\right)\right\rangle=0 . \tag{11.3}
\end{equation*}
$$

In the same way we can obtain the relation

$$
\begin{equation*}
\left|D E_{k_{\alpha}}\left(u^{-}, u^{+}\right) \cdot(v, 0)\right| \leq C\left|\sigma_{\alpha}\right|, \quad \forall|v|=1,\left\langle v, r_{k_{\alpha}}\left(u^{-}\right)\right\rangle=0 . \tag{11.4}
\end{equation*}
$$

Let us define $r_{i}^{ \pm} \doteq r_{i}\left(u\left(y_{\alpha} \pm\right)\right)$. From (11.1) we get

$$
\begin{equation*}
\left.\mid D E_{k_{\alpha}}\left(u^{-}, u^{+}\right) 0, r_{k_{\alpha}}^{+}\right)-\left.1|\leq C| \sigma_{\alpha}\right|^{2} \tag{11.5}
\end{equation*}
$$

Furthermore, by a similar argument one can deduce that

$$
\begin{equation*}
\left.\mid D E_{k_{\alpha}}\left(u^{-}, u^{+}\right) r_{k_{\alpha}}^{-}, 0\right)+\left.1|\leq C| \sigma_{\alpha}\right|^{2} \tag{11.6}
\end{equation*}
$$

Since $\sigma_{\alpha}=E_{k_{\alpha}}\left(u^{-}, u^{+}\right)$, differentiating w.r.t. $w_{k_{\alpha}}^{+}$one obtains

$$
\begin{aligned}
\frac{\partial \sigma_{\alpha}}{\partial w_{k_{\alpha}}^{+}} & =D E_{k_{\alpha}}\left(u^{-}, u^{+}\right)\left(\sum_{j<k_{\alpha}} r_{j}^{-} \frac{\partial W^{j}}{\partial w_{k_{\alpha}}^{+}}, r_{k_{\alpha}}^{+}+\sum_{j>k_{\alpha}} r_{j}^{+} \frac{\partial W^{j}}{\partial w_{k_{\alpha}}^{+}}\right)= \\
& \left.=D E_{k_{\alpha}}\left(u^{-}, u^{+}\right) 0, r_{k_{\alpha}}^{+}\right)+D E_{k_{\alpha}}\left(u^{-}, u^{+}\right)\left(\sum_{j<k_{\alpha}} r_{j}^{-} \frac{\partial W^{j}}{\partial w_{k_{\alpha}}^{+}}, \sum_{j>k_{\alpha}} r_{j}^{+} \frac{\partial W^{j}}{\partial w_{k_{\alpha}}^{+}}\right)
\end{aligned}
$$

From (3.16) and (11.5) it easily follows that

$$
\begin{equation*}
\left|\frac{\partial \sigma_{\alpha}}{\partial w_{k_{\alpha}}^{+}}-1\right| \leq C\left|\sigma_{\alpha}\right|^{2} \tag{11.7}
\end{equation*}
$$

In a similar way, using (11.6), one can prove that

$$
\begin{equation*}
\left|\frac{\partial \sigma_{\alpha}}{\partial w_{k_{\alpha}}^{-}}+1\right| \leq C\left|\sigma_{\alpha}\right|^{2} \tag{11.8}
\end{equation*}
$$

The simpler estimate (3.17) can be obtained from (11.3) and (11.4) observing that

$$
\begin{array}{ll}
\left.\frac{\partial \sigma_{\alpha}}{\partial w_{i}^{+}}=D E_{k_{\alpha}}\left(u^{-}, u^{+}\right)\left(\sum_{j<k_{\alpha}} r_{j}^{-} \frac{\partial W^{j}}{\partial w_{i}^{+}},\right) r_{i}^{+}\right), & i^{+} \in \mathcal{I}, i \neq k_{\alpha} \\
\left.\frac{\partial \sigma_{\alpha}}{\partial w_{i}^{-}}=D E_{k_{\alpha}}\left(u^{-}, u^{+}\right)\left(r_{i}^{-},\right) \sum_{j>k_{\alpha}} r_{j}^{+} \frac{\partial W^{j}}{\partial w_{i}^{-}}\right), & i^{-} \in \mathcal{I}, i \neq k_{\alpha}
\end{array}
$$

Concerning (3.22), the first relation is an easy consequence of the fact that, for a small $h$-shock, the left and the right states lie on the same $h$-rarefaction curve. The second relation in (3.22) follows from the identities

$$
\begin{align*}
& \left.\left.D E_{k_{\alpha}}\left(u^{-}, u^{+}\right) r_{k_{\alpha}}^{-}, 0\right)=-1, \quad D E_{k_{\alpha}}\left(u^{-}, u^{+}\right) 0, r_{k_{\alpha}}^{+}\right)=1,  \tag{11.9}\\
& \left.\left.D E_{k_{\alpha}}\left(u^{-}, u^{+}\right) r_{i}^{-}, 0\right)=D E_{k_{\alpha}}\left(u^{-}, u^{+}\right) 0, r_{i}^{+}\right)=0, \quad \forall i \neq k_{\alpha} \tag{11.10}
\end{align*}
$$

11.2. Estimates (3.19), (3.20), (3.21), (3.23)

The estimate (3.19) is trivial. We now prove (3.21); (3.20) can be obtained by a similar argument. Let us assume $\alpha \in \mathcal{S}$. At the point $y_{\alpha}$ the $\varepsilon$-Rankine-Hugoniot conditions (2.3)-(2.5) hold with $\sigma=\sigma_{\alpha}$. More precisely, we have that

$$
\begin{equation*}
\dot{y}_{\alpha}=\varphi\left(\frac{\sigma_{\alpha}}{\varepsilon}\right) \lambda_{k_{\alpha}}^{s}+\left(1-\varphi\left(\frac{\sigma_{\alpha}}{\varepsilon}\right)\right) \lambda_{k_{\alpha}}^{r} \tag{11.11}
\end{equation*}
$$

where $\left.\lambda_{k_{\alpha}}^{s}=\lambda_{k_{\alpha}}\left(u^{-}, S_{k_{\alpha}}\left(\sigma_{\alpha}\right) u^{-}\right)\right)$and

$$
\begin{equation*}
\left.\lambda_{k_{\alpha}}^{r}=\frac{1}{\left|\sigma_{\alpha}\right|} \int_{\sigma_{\alpha}}^{0} \lambda_{k_{\alpha}}\left(R_{k_{\alpha}}(s) u^{-}\right)\right) d s \tag{11.12}
\end{equation*}
$$

Observe now that

$$
\begin{equation*}
\left|\lambda_{k_{\alpha}}^{s}-\lambda_{k_{\alpha}}^{r}\right| \leq C\left|\sigma_{\alpha}\right|^{2} \tag{11.13}
\end{equation*}
$$

Indeed the two functions $\left.\sigma \mapsto \frac{1}{|\sigma|} \int_{\sigma}^{0} \lambda_{k_{\alpha}}\left(R_{k_{\alpha}}(s) u^{-}\right)\right) d s$ and $\left.\sigma \mapsto \lambda_{k_{\alpha}}\left(u^{-}, S_{k_{\alpha}}(\sigma) u^{-}\right)\right)$, defined for $\sigma \leq 0$, have a tangency of the first order at $\sigma=0$.

By differentiating (11.11) w.r.t. $w_{k_{\alpha}}^{+}$, using (11.13) and by the fact that $\varphi^{\prime}\left(\sigma_{\alpha} / \varepsilon\right)=$ 0 if $\sigma_{\alpha} \leq-4 \varepsilon$ or $\sigma_{\alpha} \geq-3 \varepsilon$, we obtain the estimate

$$
\begin{equation*}
\left|\frac{\partial \dot{y}_{\alpha}}{\partial w_{k_{\alpha}}^{+}}-\varphi\left(\frac{\sigma_{\alpha}}{\varepsilon}\right) \frac{\partial \lambda_{k_{\alpha}}^{s}}{\partial w_{k_{\alpha}}^{+}}-\left(1-\varphi\left(\frac{\sigma_{\alpha}}{\varepsilon}\right)\right) \frac{\partial \lambda_{k_{\alpha}}^{r}}{\partial w_{k_{\alpha}}^{+}}\right| \leq \frac{1}{\varepsilon}\left|\varphi^{\prime}\left(\frac{\sigma_{\alpha}}{\varepsilon}\right)\right|\left|\frac{\partial \sigma_{\alpha}}{\partial w_{k_{\alpha}}^{+}}\right|\left|\lambda_{k_{\alpha}}^{s}-\lambda_{k_{\alpha}}^{r}\right| \leq C\left|\sigma_{\alpha}\right| \tag{11.14}
\end{equation*}
$$

We remark that, by (3.16),

$$
\begin{equation*}
\left|\frac{\partial u^{-}}{\partial w_{k_{\alpha}}^{+}}\right|=\left|\sum_{i<k_{\alpha}} r_{i}^{-} \frac{\partial W^{i}}{\partial w_{k_{\alpha}}^{+}}\right| \leq C\left|\sigma_{\alpha}\right|^{2} . \tag{11.15}
\end{equation*}
$$

From (2.5), recalling $\sigma_{\alpha}<0$, we get
(11.16)

$$
\begin{aligned}
\frac{\partial \lambda_{k_{\alpha}}^{r}}{\partial w_{k_{\alpha}}^{+}}= & \left.\frac{1}{\left|\sigma_{\alpha}\right|^{2}} \frac{\partial \sigma_{\alpha}}{\partial w_{k_{\alpha}}^{+}} \int_{\sigma_{\alpha}}^{0} \lambda_{k_{\alpha}}\left(R_{h}(s) u^{-}\right)\right) d s-\frac{1}{\left|\sigma_{\alpha}\right|} \frac{\partial \sigma_{\alpha}}{\partial w_{k_{\alpha}}^{+}} \lambda_{k_{\alpha}}\left(u^{+}\right)+ \\
& \left.+\frac{1}{\left|\sigma_{\alpha}\right|} \int_{\sigma_{\alpha}}^{0} D_{u^{-}}\left[\lambda_{k_{\alpha}}\left(R_{h}(s) u^{-}\right)\right)\right] \frac{\partial u^{-}}{\partial w_{k_{\alpha}}^{+}} d s= \\
= & \left.\frac{1}{\left|\sigma_{\alpha}\right|} \frac{\partial \sigma_{\alpha}}{\partial w_{k_{\alpha}}^{+}}\left(\lambda_{k_{\alpha}}^{r}-\lambda_{k_{\alpha}}\left(u^{+}\right)\right)+\frac{1}{\left|\sigma_{\alpha}\right|} \int_{\sigma_{\alpha}}^{0} D_{u^{-}}\left[\lambda_{k_{\alpha}}\left(R_{h}(s) u^{-}\right)\right)\right] \frac{\partial u^{-}}{\partial w_{k_{\alpha}}^{+}} d s
\end{aligned}
$$

From (11.15), the last term in (11.16) can be estimated by $C\left|\sigma_{\alpha}\right|^{2}$, hence from (3.18) we get

$$
\begin{equation*}
\left|\frac{\partial \lambda_{k_{\alpha}}^{r}}{\partial w_{k_{\alpha}}^{+}}-\frac{\lambda_{k_{\alpha}}^{r}-\lambda_{k_{\alpha}}\left(u^{+}\right)}{\left|\sigma_{\alpha}\right|}\right| \leq C\left|\sigma_{\alpha}\right| \tag{11.17}
\end{equation*}
$$

From (11.13) now it easily follows that

$$
\begin{equation*}
\left|\frac{\partial \dot{y}_{\alpha}}{\partial w_{k_{\alpha}}^{+}}-\frac{\dot{y}_{\alpha}-\lambda_{k_{\alpha}}\left(u^{+}\right)}{\left|\sigma_{\alpha}\right|}\right| \leq C\left|\sigma_{\alpha}\right| . \tag{11.18}
\end{equation*}
$$

In order to obtain (3.21), it suffices to observe that, since $\alpha \in \mathcal{S}$,

$$
\begin{equation*}
\left|\lambda_{k_{\alpha}}\left(u^{+}\right)-\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}+\right)\right| \leq C \varepsilon^{2} \leq C\left|\sigma_{\alpha}\right|^{2} . \tag{11.19}
\end{equation*}
$$

In the case $\alpha \in \mathcal{S}^{\prime}$, recalling (3.22), the estimates in (3.23) are obtained differentiating (3.9) w.r.t. $w_{k_{\alpha}}^{ \pm}$.

### 11.3. Estimates (3.31), (3.32)

Recalling that $\sigma_{\alpha}=E_{k_{\alpha}}\left(u^{-}, u^{+}\right)$, the time derivative of $\sigma_{\alpha}$ is computed by

$$
\begin{equation*}
\left.\dot{\sigma}_{\alpha}=D E_{k_{\alpha}}\left(u^{-}, u^{+}\right)\left(-\sum_{i=1}^{n} w_{i}^{-} r_{i}^{-},\right) \sum_{i=1}^{n} w_{i}^{+} r_{i}^{+}\right) \tag{11.20}
\end{equation*}
$$

where $w_{i}^{-} \doteq\left(\lambda_{i}^{(h)}\left(y_{\alpha}-\right)-\dot{y}_{\alpha}\right) u_{x}^{i-}, w_{i}^{+} \doteq\left(\dot{y}_{\alpha}-\lambda_{i}^{(h)}\left(y_{\alpha}+\right)\right) u_{x}^{i+}$. We now split the r.h.s. of the above equation in the following way:

$$
\begin{aligned}
\dot{\sigma}_{\alpha}= & {\left.\left[D E_{k_{\alpha}}\left(u^{-}, u^{+}\right)-D E_{k_{\alpha}}\left(u^{+}, u^{+}\right)\right]\left(w_{k_{\alpha}}^{-}\left(r_{k_{\alpha}}^{+}-r_{k_{\alpha}}^{-}\right), 0\right)+D E_{k_{\alpha}}\left(u^{+}, u^{+}\right) w_{k_{\alpha}}^{-}\left(r_{k_{\alpha}}^{+}-r_{k_{\alpha}}^{-}\right), 0\right)+ } \\
& \left.+\left[D E_{k_{\alpha}}\left(u^{-}, u^{+}\right)-D E_{k_{\alpha}}\left(u^{+}, u^{+}\right)\right]\left(-w_{k_{\alpha}}^{-} r_{k_{\alpha}}^{+}, w_{k_{\alpha}}^{+} r_{k_{\alpha}}^{+}\right)+D E_{k_{\alpha}}\left(u^{+}, u^{+}\right)-w_{k_{\alpha}}^{-} r_{k_{\alpha}}^{+}, w_{k_{\alpha}}^{+} r_{k_{\alpha}}^{+}\right)+ \\
& +\left[D E_{k_{\alpha}}\left(u^{-}, u^{+}\right)-D E_{k_{\alpha}}\left(u^{+}, u^{+}\right)\right]\left(-\sum_{i \neq k_{\alpha}} w_{i}^{-} r_{i}^{-}, \sum_{i \neq k_{\alpha}} w_{i}^{+} r_{i}^{+}\right)+ \\
& +D E_{k_{\alpha}}\left(u^{+}, u^{+}\right)\left(-\sum_{i \neq k_{\alpha}} w_{i}^{-} r_{i}^{+}, \sum_{i \neq k_{\alpha}} w_{i}^{+} r_{i}^{+}\right)+D E_{k_{\alpha}}\left(u^{+}, u^{+}\right)\left(\sum_{i \neq k_{\alpha}} w_{i}^{-}\left(r_{i}^{+}-r_{i}^{-}\right), 0\right) \doteq \\
\doteq & I_{1}+\cdots+I_{7} .
\end{aligned}
$$

From the definition of $w_{i}^{ \pm}$we have that

$$
\begin{equation*}
\left|w_{i}^{ \pm}\right| \leq C\left|u_{x}^{i \pm}\right|, \quad \forall i^{ \pm}, \quad\left|w_{k_{\alpha}}^{ \pm}\right| \leq C\left|\sigma_{\alpha}\right|\left|u_{x}^{k_{\alpha} \pm}\right| \tag{11.21}
\end{equation*}
$$

Recalling that $\left.r_{k_{\alpha}}^{-}=r_{k_{\alpha}}^{+}-\sigma_{\alpha}\left(\nabla r_{k_{\alpha}} \cdot r_{k_{\alpha}}\right) u^{+}\right)+O\left(\sigma_{\alpha}^{2}\right)$ and $\left\langle r_{k_{\alpha}}, \nabla r_{k_{\alpha}} \cdot r_{k_{\alpha}}\right\rangle=0$, we get

$$
\begin{aligned}
\left|I_{1}\right| \leq C\left|\sigma_{\alpha}\right|^{2}\left|w_{k_{\alpha}}^{-}\right| & \leq C\left|\sigma_{\alpha}\right|^{3}\left|u_{x}^{k_{\alpha}-}\right| \\
\left|I_{3}\right| \leq C\left|\sigma_{\alpha}\right|^{2}\left(\left|w_{k_{\alpha}}^{+}\right|+\left|w_{k_{\alpha}}^{-}\right|\right) & \leq C\left|\sigma_{\alpha}\right|^{3}\left(\left|u_{x}^{k_{\alpha}+}\right|+\left|u_{x}^{k_{\alpha}-}\right|\right)
\end{aligned}
$$

Moreover, by (11.3), it easily follows that

$$
\begin{equation*}
\left|I_{2}\right| \leq C\left|\sigma_{\alpha}\right|^{2}\left|w_{k_{\alpha}}^{-}\right| \leq C\left|\sigma_{\alpha}\right|^{3}\left|u_{x}^{k_{\alpha}-}\right| \tag{11.22}
\end{equation*}
$$

The term $I_{4}$ gives

$$
\begin{equation*}
I_{4}=w_{k_{\alpha}}^{-}+w_{k_{\alpha}}^{+}=\left(\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}-\right)-\dot{y}_{\alpha}\right) u_{x}^{k_{\alpha}-}+\left(\dot{y}_{\alpha}-\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}+\right)\right) u_{x}^{k_{\alpha}+} \tag{11.23}
\end{equation*}
$$

Concerning $I_{5}$, we have that

$$
\begin{equation*}
\left|I_{5}\right| \leq C\left|\sigma_{\alpha}\right| \sum_{i \neq k_{\alpha}}\left(\left|w_{i}^{+}\right|+\left|w_{i}^{-}\right|\right) \tag{11.24}
\end{equation*}
$$

Let us compute $\sum_{i \neq k_{\alpha}}\left|w_{i}^{+}\right|$. If $i^{ \pm} \in \mathcal{O}$, by the linearity of the maps $W^{j}$ we have that

$$
\begin{equation*}
w_{i}^{ \pm}=\sum_{j^{ \pm} \in \mathcal{I}} \frac{\partial W^{i}}{\partial w_{j}^{ \pm}} w_{j}^{ \pm}, \quad i^{ \pm} \in \mathcal{O} \tag{11.25}
\end{equation*}
$$

so that, recalling (3.14)-(3.16) and (11.21),

$$
\begin{aligned}
\sum_{i \neq k_{\alpha}}\left|w_{i}^{+}\right| & \left.\leq \sum_{i<k_{\alpha}}\left|w_{i}^{+}\right|+\sum_{i>k_{\alpha}}\left(\sum_{j^{ \pm} \in \mathcal{I}}\right)\left|\frac{\partial W^{i}}{\partial w_{j}^{ \pm}}\right|\left|w_{j}^{ \pm}\right|\right) \leq \\
& \leq \sum_{i<k_{\alpha}}\left|w_{i}^{+}\right|+\sum_{i>k_{\alpha}}\left|w_{i}^{-}\right|\left(1+C\left|\sigma_{\alpha}\right|\right)+C\left|\sigma_{\alpha}\right|\left(\left|w_{k_{\alpha}}^{+}\right|+\left|w_{k_{\alpha}}^{-}\right|\right) \leq \\
& \leq C \sum_{\substack{i \pm \in \mathcal{I} \\
i \neq k_{\alpha}}}\left|u_{x}^{i \pm}\right|+C\left|\sigma_{\alpha}\right|^{2}\left(\left|u_{x}^{k_{\alpha}+}\right|+\left|u_{x}^{k_{\alpha}-}\right|\right)
\end{aligned}
$$

Since $\sum_{i \neq k_{\alpha}}\left|w_{i}^{-}\right|$can be estimated in the same way, from (11.24) we obtain

$$
\begin{equation*}
\left|I_{5}\right| \leq C\left|\sigma_{\alpha}\right| \sum_{\substack{i \pm \in \mathcal{I} \\ i \neq k_{\alpha}}}\left|u_{x}^{i \pm}\right|+C\left|\sigma_{\alpha}\right|^{3}\left(\left|u_{x}^{k_{\alpha}+}\right|+\left|u_{x}^{k_{\alpha}-}\right|\right) \tag{11.26}
\end{equation*}
$$

It is easily seen that $I_{7}$ satisfies the same estimate, while (11.3) implies that $I_{6}=0$. Now (3.31) follows easily.

In order to obtain the estimate (3.32), it is enough to remark that, if $\alpha \in \mathcal{S}^{\prime}$, then from (11.9)-(11.10) one has $I_{1}+I_{2}+I_{3}=0$, and from (3.22) the estimate (11.26) is replaced by the sharper one

$$
\begin{equation*}
\left|I_{5}\right| \leq C\left|\sigma_{\alpha}\right| \sum_{\substack{i \pm \in \mathcal{I} \\ i \neq k_{\alpha}}}\left|u_{x}^{i \pm}\right| . \tag{11.27}
\end{equation*}
$$

Formula (3.42) Let $\lambda_{h}^{ \pm} \doteq \lambda_{h}^{(h)}\left(y_{\alpha}^{*}(\tau) \pm\right)$. Fix $\Delta x>0$, and let $\Delta t \doteq \Delta x / \lambda_{h}^{+}$.
Let $\theta \mapsto u^{\theta}$ be a curve which generates the tangent vector $v$, and assume $u^{0}=u$. Assume that $y_{\alpha}^{*}(\tau)=0$. We have that, for $\theta>0$ small enough,

$$
\begin{equation*}
u_{h}^{\theta}(\tau+\Delta t, \Delta x)=u_{h}^{\theta}\left(\tau, \frac{\lambda_{h}^{+}-\lambda_{h}^{-}}{\lambda_{h}^{+}-\dot{y}_{\alpha}} \xi_{\alpha} \theta\right), \quad u_{h}(\tau+\Delta t, \Delta x)=u_{h}(\tau, 0) \tag{11.28}
\end{equation*}
$$

so that

$$
\begin{aligned}
\frac{u_{h}^{\theta}(\tau+\Delta t, \Delta x)-u_{h}(\tau+\Delta t, \Delta x)}{\theta} & =\frac{u_{h}^{\theta}\left(\tau, \frac{\lambda_{h}^{+}-\lambda_{h}^{-}}{\lambda_{h}^{+}-\dot{y}_{\alpha}} \xi_{\alpha} \theta\right)-u_{h}^{\theta}(\tau, 0)}{\theta}+\frac{u_{h}^{\theta}(\tau, 0-)-u_{h}(\tau, 0-)}{\theta} \approx \\
& \approx u_{x}^{h}(\tau, 0-) \cdot \frac{\lambda_{h}^{+}-\lambda_{h}^{-}}{\lambda_{h}^{+}-\dot{y}_{\alpha}} \xi_{\alpha}+v_{h}(\tau, 0-)
\end{aligned}
$$

Passing to the limit for $\theta \rightarrow 0$ and then for $\Delta x \rightarrow 0$ we thus obtain

$$
\begin{equation*}
v_{h}^{+}=v_{h}^{-}+\xi_{\alpha} u_{x}^{h-} \cdot \frac{\lambda_{h}^{+}-\lambda_{h}^{-}}{\lambda_{h}^{+}-\dot{y}_{\alpha}} . \tag{11.29}
\end{equation*}
$$

Recalling (3.30), we have that

$$
\begin{equation*}
u_{x}^{h-} \cdot \frac{\lambda_{h}^{+}-\lambda_{h}^{-}}{\lambda_{h}^{+}-\dot{y}_{\alpha}}=u_{x}^{h-}\left(1-\frac{\lambda_{h}^{-}-\dot{y}_{\alpha}}{\lambda_{h}^{+}-\dot{y}_{\alpha}}\right)=u_{x}^{h-}-u_{x}^{h+}, \tag{11.30}
\end{equation*}
$$

hence the first relation in (3.42) follows. The simpler relation $v_{i}^{+}=v_{i}^{-}$for every $i \neq h$ can be proved in the same way.

### 11.4. Estimate (3.61)

We recall that at a point of shock $y_{\alpha}, \alpha \in \mathcal{S} \cup \mathcal{S}^{\prime}$, the equations (3.13) are satisfied with $w_{i}^{ \pm}$defined as in (3.41). Now let $i \neq k_{\alpha}$. Assume, for example, $i>k_{\alpha}$, so that $i^{+} \in \mathcal{O}$. From (3.13) we have that

$$
\begin{equation*}
\left.\xi_{\alpha} u_{x}^{i+}+v_{i}^{+}=\sum_{\substack{j \pm \in \mathcal{I} \\ j \neq i}} \frac{\partial W^{i}}{\partial w_{j}^{ \pm}}\left(\xi_{\alpha} u_{x}^{j \pm}+v_{j}^{ \pm}\right)+\left(\frac{\partial W^{i}}{\partial w_{i}^{-}}-1\right) \xi_{\alpha} u_{x}^{i-}+v_{i}^{-}\right)+\xi_{\alpha} u_{x}^{i-}+v_{i}^{-} \tag{11.31}
\end{equation*}
$$

From (3.14)-(3.16) we get
$\left.\left|v_{i}^{+}-v_{i}^{-}\right| \leq\left|\xi_{\alpha}\right|\left|u_{x}^{i+}-u_{x}^{i-}\right|+C\left|\sigma_{\alpha}\right| \sum_{j^{ \pm} \in \mathcal{I}}\left|\xi_{\alpha} u_{x}^{j \pm}+v_{j}^{ \pm}\right|+C\left|\sigma_{\alpha}\right|^{2}\left(\left|\xi_{\alpha} u_{x}^{k_{\alpha}+}+v_{k_{\alpha}}^{+}\right|+\right)\left|\xi_{\alpha} u_{x}^{k_{\alpha}-}+v_{k_{\alpha}}^{-}\right|\right)$.
The same estimate holds if $i<k_{\alpha}$. Recalling the definition (3.37) and (3.56) of $\Lambda_{\alpha}$ and $\boldsymbol{\Psi}_{\alpha}$ we get (3.61).

### 11.5. Estimate (3.62)

We have that
(11.33)
$\left|\left(\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}-\right)-\dot{y}_{\alpha}\right) \eta^{-}+\left(\dot{y}_{\alpha}-\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}+\right)\right) \eta^{+}-\left|\sigma_{\alpha}\right| D \lambda_{k_{\alpha}}^{(h)}\left(u^{-}, u^{+}\right) \eta^{-} r_{k_{\alpha}}^{-}, \eta^{+} r_{k_{\alpha}}^{+}\right)\left|\leq\left|\sigma_{\alpha}\right|\left(\left|\eta^{-}\right| I_{1}+\left|\eta^{+}\right| I_{2}\right)\right.$,
where

$$
\begin{aligned}
& \left.I_{1} \doteq \left\lvert\, \frac{\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}-\right)-\dot{y}_{\alpha}}{\left|\sigma_{\alpha}\right|}-D \lambda_{k_{\alpha}}^{(h)}\left(u^{-}, u^{+}\right) r_{k_{\alpha}}^{-}\right., 0\right) \mid \\
& \left.I_{2} \doteq \left\lvert\, \frac{\dot{y}_{\alpha}-\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}-\right)}{\left|\sigma_{\alpha}\right|}-D \lambda_{k_{\alpha}}^{(h)}\left(u^{-}, u^{+}\right) 0\right., r_{k_{\alpha}}^{+}\right) \mid
\end{aligned}
$$

Observe that, from

$$
\begin{equation*}
\left|\dot{y}_{\alpha}-\lambda_{k_{\alpha}}^{(h)}\left(u^{-}, u^{+}\right)\right| \leq C\left|\sigma_{\alpha}\right|^{2}, \tag{11.34}
\end{equation*}
$$

one obtains

$$
\begin{equation*}
\left|\frac{\partial \dot{y}_{\alpha}}{\partial w_{k_{\alpha}}^{+}}-D \lambda_{k_{\alpha}}^{(h)}\left(u^{-}, u^{+}\right)\left(\frac{\partial u^{-}}{\partial w_{k_{\alpha}}^{+}}, \frac{\partial u^{+}}{\partial w_{k_{\alpha}}^{+}}\right)\right| \leq C\left|\sigma_{\alpha}\right| \tag{11.35}
\end{equation*}
$$

Now one has
$\left.D \lambda_{k_{\alpha}}^{(h)}\left(u^{-}, u^{+}\right)\left(\frac{\partial u^{-}}{\partial w_{k_{\alpha}}^{-}}, \frac{\partial u^{+}}{\partial w_{k_{\alpha}}^{-}}\right)=D \lambda_{k_{\alpha}}^{(h)}\left(u^{-}, u^{+}\right)\left(r_{k_{\alpha}}^{-}+\sum_{j<k_{\alpha}} r_{j}^{-} \frac{\partial W^{j}}{\partial w_{k_{\alpha}}^{-}},\right) \sum_{j>k_{\alpha}} r_{j}^{+} \frac{\partial W^{j}}{\partial w_{k_{\alpha}}^{-}}\right)$,
so that, from (3.16),
(11.37)
$\left.\left\lvert\, D \lambda_{k_{\alpha}}^{(h)}\left(u^{-}, u^{+}\right)\left(\frac{\partial u^{-}}{\partial w_{k_{\alpha}}^{+}}, \frac{\partial u^{+}}{\partial w_{k_{\alpha}}^{+}}\right)-D \lambda_{k_{\alpha}}^{(h)}\left(u^{-}, u^{+}\right) r_{k_{\alpha}}^{-}\right., 0\right)\left.\left|\leq C \sum_{j^{ \pm} \in \mathcal{O}}\right| \frac{\partial W^{j}}{\partial w_{k_{\alpha}}^{-}}|\leq C| \sigma_{\alpha}\right|^{2}$.
From (11.35) and (11.37) one obtains

$$
\begin{equation*}
\left.\left\lvert\, \frac{\partial \dot{y}_{\alpha}}{\partial w_{k_{\alpha}}^{-}}-D \lambda_{k_{\alpha}}^{(h)}\left(u^{-}, u^{+}\right) r_{k_{\alpha}}^{-}\right., 0\right)|\leq C| \sigma_{\alpha} \mid \tag{11.38}
\end{equation*}
$$

so that, recalling (3.20), it follows that

$$
\begin{equation*}
\left.I_{1} \leq\left|\frac{\lambda_{k_{\alpha}}^{(h)}\left(y_{\alpha}-\right)-\dot{y}_{\alpha}}{\left|\sigma_{\alpha}\right|}-\frac{\partial \dot{y}_{\alpha}}{\partial w_{k_{\alpha}}^{-}}\right|+\left\lvert\, \frac{\partial \dot{y}_{\alpha}}{\partial w_{k_{\alpha}}^{-}}-D \lambda_{k_{\alpha}}^{(h)}\left(u^{-}, u^{+}\right) r_{k_{\alpha}}^{-}\right., 0\right)|\leq C| \sigma_{\alpha} \mid \tag{11.39}
\end{equation*}
$$

and a similar estimate holds for $I_{2}$.
In the case $\alpha \in \mathcal{S}^{\prime}$, from the definition (3.9) it easily follows that $I_{1}=I_{2}=0$.

### 11.6. Estimates (3.70), (3.71)

The first estimate in (3.70) is a consequence of the fact

$$
\begin{equation*}
\left|\lambda_{h}^{(h)}\left(y_{\alpha}{ }^{*}+\right)-\lambda_{h}^{(h)}\left(y_{\alpha}{ }^{*}-\right)\right| \leq C \cdot[\text { strength of external waves }] \leq C \eta \tag{11.40}
\end{equation*}
$$

Concerning the second estimate, by (3.30) we have that either $u_{x}^{h-}=u_{x}^{h+}=0$ or $u_{x}^{h-} \cdot u_{x}^{h+} \neq 0$. In the first case the estimate is trivial. Assume now $0<\left|u_{x}^{h-}\right| \leq$ $\left|u_{x}^{h+}\right|$. Recalling (3.30), by strict hyperbolicity we get
$\left|v_{h}\left(y_{\alpha}+\right)-v_{h}\left(y_{\alpha}-\right)\right|=\left|\xi_{\alpha}\right|\left|u_{x}^{h+}-u_{x}^{h-}\right|=\left|\xi_{\alpha}\right|\left|u_{x}^{h-}\right| \frac{\left|\lambda_{h}^{(h)}\left(y_{\alpha}{ }^{*}+\right)-\lambda_{h}^{(h)}\left(y_{\alpha}{ }^{*}-\right)\right|}{\left|\lambda_{h}^{(h)}\left(y_{\alpha}{ }^{*}+\right)-\dot{y}_{\alpha}\right|} \leq C\left|\xi_{\alpha}\right|\left|u_{x}^{h-}\right| \eta$.
The estimates (3.71) follows from the strict hyperbolicity and $\left|\sigma_{\alpha}\right| \geq \varepsilon$.

### 11.7. Estimate (3.76)

The first relation is an easy consequence of the coincidence of shock and rarefaction curves.

Concerning the second relation, from (5.11) in [B4] we have that (11.42)

$$
\xi(\tau+)=\frac{\left.\left.\xi^{\prime}(\tau-) \lambda_{h}^{(h)}\left(\omega_{h-1}, \omega_{h}\right)-\dot{y}^{\prime}(\tau-)\right)-\xi^{\prime \prime}(\tau-) \lambda_{h}^{(h)}\left(\omega_{h-1}, \omega_{h}\right)-\dot{y}^{\prime}(\tau-)\right)}{\dot{y}^{\prime}(\tau-)-\dot{y}^{\prime \prime}(\tau-)} .
$$

Since shock and rarefaction curves coincide, one has

$$
\begin{equation*}
\lambda_{h}^{(h)}\left(\omega_{h-1}, \omega_{h}\right)=\frac{\sigma^{\prime}(\tau-) \dot{y}^{\prime}(\tau-)+\sigma^{\prime \prime}(\tau-) \dot{y}^{\prime \prime}(\tau-)}{\sigma^{\prime}(\tau-)+\sigma^{\prime \prime}(\tau-)} . \tag{11.43}
\end{equation*}
$$

Substituting in (11.42) we now obtain the second relation in (3.76).
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